ABSTRACT
The general fuzzy min-max neural network (GFMMN) is capable to perform the classification as well as clustering of the data. In addition to this it has the ability of learning in a very few passes with a very short training time. But like other artificial neural networks, GFMMN is also like a black box and expressed in terms of min-max values and associated class label. So the justification of classification results given by GFMMN is required to be obtained to make it more adaptive to the real world applications. This paper proposes the model to extract classification rules from trained GFMMN. These rules justify the classification decision given by GFMMN. For this GFMMN is trained for the appropriate value of $\theta$. The min-max values of all the hyperboxes are quantized and these are expresses in the form of rules. Each rule represent the kind of patterns falling in that hyperbox. These rules are readable and represents the trained network. Experiments are conducted on eight different benchmark datasets obtained from UCI machine learning repository. These results prove the applicability of the proposed method.
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1. INTRODUCTION
Data mining (DM) is the process of extracting the meaningful knowledge from huge databases [1]. Alternatively, it is also known as knowledge discovery in databases (KDD). It is an application area that can provide significant competitive advantages for making the right business decisions. Any specific data mining algorithm is usually an instantiation of the model preference search components. The more common functions in the current data mining process include the following [2].

1. Classification: It classifies a data sample into one of the several predefined classes.
2. Regression: It maps a data sample to a real-valued prediction variable.
3. Clustering: It maps a data sample into a cluster, which are homogenous groupings of data samples based on similarity metrics or probability density models.
5. Summarization: It gives a compact description for a subset of data.
6. Dependency modelling: It describes the important dependencies among variables.
7. Sequence analysis: It models the sequential patterns like time-series analysis. In addition to this, the goal is to model the state of the process that generates the sequence and also to extract and report deviations or trends over time.

The proposed work presented in this thesis focuses on classification task of data mining. Classification is one of the most frequent decision making tasks performed by human beings. A classification problem occurs when an object needs to be assigned to a predefined class based on the number of observed attributes related to that object [3]. Classification problems involve assigning a class $C_i$ from a predefined set of classes $C = \{C_1, C_2, ..., C_M\}$ to an object which is described as a point in a certain feature space. The problem of designing a classifier is to find a optimal mapping in the sense of a certain criterion that determines the classifier performance [4]. The final goal is of designing a classifier that assigns a class label with the smallest possible error across the whole feature space. There are number of techniques that perform the classification like $k$-nearest neighbor classifiers, Bayesian networks, decision trees, support vector machines, genetic classifiers, artificial neural networks, fuzzy systems, etc. Following subsections describe each of these techniques in brief.

1.1 $k$-Nearest Neighbor Classifiers
The $k$-nearest-neighbor ($k$-NN) classification is one of the most fundamental and simple classification method. This classifier is preferred when there is little or no prior knowledge about the distribution of the data [5]. It assumes all the instances are points in $n$-dimensional pattern space and a distance measure is needed to measure the closeness of the instances. It classifies an instance by searching its $k$ nearest neighbors and selecting the most popular class among the neighbors. The neighbors are taken from a set of instances for which the class is known. This set of instances can be thought of as the training set for the algorithm and no explicit training step is required.

The drawback of this simple approach is the lack of robustness that characterize the resulting classifiers and also the accuracy of the $k$-
NN algorithm can be severely tainted due to the presence of noisy or irrelevant features.

1.2 Bayesian Classifiers

Bayesian classifiers store the probabilistic summary for each class and this summary includes the conditional probability of each attribute value to the given class and also the probability of the class i.e. to use Bayesian decision theory a priori probabilities and the conditional probability density of all classes should be known. This data structure describes a single decision boundary through the instance space and when the algorithm encounters a new instance, it updates the probabilities stored with the specified class. This process is not dependent on the order of the training instances. For the given test instance, the classifier uses an evaluation function to rank the alternative classes based on their probabilistic details and assigns the instance to the highest scoring class.

Both of the evaluation function and the summary descriptions used in Bayesian classifiers suppose that all the attributes in the dataset are statistically independent on each other. But this seems unrealistic for many natural domains; many researchers have concluded that the algorithm will behave poorly in comparison to other induction methods.

1.3 Decision Trees

The decision tree is an example of a predictive model and it can be viewed as a tree. In decision tree, each branch of the tree is a classification question and the leaves of the tree are partitions of the dataset with their classification. The approach of decision tree is used in many areas because it has several advantages. In the late 1970s J. Ross Quinlan introduced a decision tree algorithm named iterative dichotomiser 3 (ID3). ID3 picks predictors and their splitting values based on the gain in information that the split or splits provide. The information gain is the difference of the amount of information that is needed for making a correct prediction before and after the split has been made.

A main drawback of decision tree is its instability and also the structure of the decision tree is very sensitive to the changes in the dataset. To overcome this problem, some scholars have suggested Fuzzy Decision Tree (e.g. FuzzyID3) by utilizing the fuzzy set theory.

1.4 Support Vector Machines

A support vector machine (SVM) is a discriminative classifier formally defined by a separating hyperplane. In other words, given a labeled training data, the algorithm outputs an optimal hyperplane which categorizes new data samples. In the SVM, a m-class problem is converted into m(m-1) two-class problems in which one class is separated from the remaining classes. For each of these two class problems, the optimal input space is mapped into the multi-dimensional dot product space called feature space and in this feature space, the optimal hyperplanes that maximizes the generalization ability is constructed.

1.5 Genetic Classifiers

A genetic algorithm (GA) is a search algorithm based on the mechanics of natural selection and natural genetics. It efficiently uses the historical information to obtain new search points with target enhanced performance. In each generation, a new set of artificial individuals is created by using the information from the best of the old generation. GA combines the survival of the fittest from the old population with a randomized information exchange that helps to form new individuals with higher fitness than the old ones. The implementation of GA has some issues for selecting the representation of chromosomes, population size, mutation rate, crossover or mutation operators, termination criteria, etc. In addition to this, GA suffers with the drawback of having limited scalability.

1.6 Artificial Neural Networks

Artificial neural networks (ANNs) are considered as simplified mathematical models of human brain and they function as parallel distributed computing networks. In this, computations are performed by a dense mesh of computing nodes and connections. These nodes operate collectively and simultaneously on all the input data and due to this they are considered as a synchronous system that gives possibility to speed up the calculations. The basic processing elements of neural networks are called artificial neurons, or simply neurons. Sometimes they are also called the nodes. These nodes perform as summing and nonlinear mapping junctions.

1.7 Fuzzy Systems

Fuzzy set and logic theory is one of the most prominent tools to handle uncertainty in decision-making. The major advantages of fuzzy system models are their robustness and transparency. Fuzzy system modelling achieves robustness by using fuzzy sets which incorporates imprecision to system models. Also unlike some system models like neural networks, the fuzzy system models are highly descriptive.

Fuzzy logic and ANN are considered as complimentary rather than competitive. This is because when the neural networks and fuzzy systems are combined together, they join their advantages and reduce their individual drawbacks. ANNs introduce its learning ability in the fuzzy systems and receive the interpretation and clear way of knowledge representation from fuzzy systems. In this way the disadvantages of the fuzzy systems are compensated by the capabilities of the neural networks and vice versa. Due to this reason the combination of the flexibility of fuzzy sets and the computational efficiency of ANNs has created a great amount of interest in pattern recognition problems.

The fuzzy min-max neural network (FMMN) proposed by Simpson [20] is a special type of neuro fuzzy system that has high efficiency compared to the other machine learning methods. FMMN utilizes fuzzy sets as pattern classes and each fuzzy set is an aggregate of fuzzy set hyperboxes. Each fuzzy set hyperbox is an n-dimensional box defined by min and max point with a corresponding membership function (MF). FMMN is used in wide range of applications. It has the capability of learning only in few passes and it is online-adaptive.

Simpson [25] has proposed fuzzy min-max clustering neural network (FMMCN). The pattern clusters are implemented as fuzzy sets using a MF with a hyperbox core that is constructed from a min point and a max point. The min-max points of hyperboxes are determined by learning. He has presented results of clustering using Fisher Iris data.

Gabrys and Bargiela [26] have proposed the general fuzzy min-max neural network (GFMMN) that can be used for clustering and classification. This method uses supervised and unsupervised learning within a single learning algorithm. They have presented limitations of hyperbox membership function proposed by Simpson [20] and proposed the new MF. Additional features of the algorithm are: (i) input patterns can be fuzzy hyperboxes or crisp points in the pattern space, (ii) hyperbox expansion constraint has been modified.
and (iii) the parameter regulating the maximum hyperbox size can be changed adaptively.

In [31], fuzzy hyperline segment neural network (FHLSNN) is proposed and its performance is found superior than the FMMN algorithm. In [28], fuzzy hypersphere neural network (FHSNN) is presented wherein hypersphere instead of hyperbox is used to represent the fuzzy subset in the \( n \)-dimensional pattern space.

An improved version of basic FMMN based on the adaptive resolution classifier (ARC) technique is proposed in [29]. Unlike FMMN, in this method the training result is independent on pattern's presentation order and also the hyperbox expansion is not limited by a fixed maximum size.

In FMMN, covering of the training data with hyperboxes is constrained to have their boundary surfaces parallel to the coordinate axes of the chosen reference system. In [30], a more precise covering of each data cluster is obtained by rotating the hyperboxes with a suitable local principal component analysis with the intention of arranging the hyperboxes orientation in any direction of the data space.

The drawback of FMMN of having low automation degree is removed in [31] and the two novel learning algorithms for fuzzy min-max neural classifiers are proposed namely the ARC and its pruning version (PARC). ARC/PARC is characterized by a high automation degree and agrees to achieve networks with a remarkable generalization capability.

The algorithm proposed in [32] improves the FMMN performance by putting the thresholds on the dimension of the hyperboxes and sensitivity parameters. Due to this the classification result does not depend on the presentation order of the patterns in the training set, and at each step, the classification error in the training set cannot increase.

In [33], two new algorithms for classification and regression that are based on Simpson’s FMMN are proposed. A weighted FMM neural network presented in [34] assigns a weight value to each of the dimensions of each hyperbox so that membership can be assigned considering not only the occurrence of patterns but also the frequency of occurrences within that dimension.

One of such method is given in [35]. It uses a combination of exclusion and inclusion hyperbox sets to approximate the complex topology of the data. In this, the inclusion hyperbox is the type of hyperboxes that we have considered so far and represents data belonging to a class.

To overcome with the problem of overlapping area, the concept of compensatory neurons (CNs) which are created dynamically is introduced in fuzzy min-max neural network with compensatory neuron (FMCN) [50]. Because of this more number of hyperboxes are created and this leads to a complex network structure and wastage of time.

A fuzzy minmax neural network based on data core (DCFMN) is given in [33]. A new MF is defined which considers the effect of noise in the data, the geometric centre and the data core of the hyperbox. In DCFM, instead of using the contraction process, a new kind of neuron called overlapped neuron with its MF based on the data core is proposed. Each of the overlapped neuron represents an overlapping area of hyperboxes belonging to different classes.

Although the FMCN and DCFMN makes the use of special neurons to deal with overlapping problem efficiently, these methods cannot classify a high percentage of samples that are located in overlapping regions correctly and also have some structural problems in their learning algorithms. These problems lead to increased complexity and reduced efficiency. To overcome these problems, a multi-level fuzzy min-max (MLF) classifier is proposed in [35].
points is shown in Fig. 2. Mathematically each hyperbox $B_j$ is defined by

$$B_j = \{ X_h, V_j, W_j, f(X_h, V_j, W_j) \}$$  \hspace{1cm} (1)

where $X_h = \{x_1, x_2, \ldots, x_n\}$ is the $h^{th}$ input pattern, $V_j = \{v_{j1}, v_{j2}, \ldots, v_{jn}\}$ is the min point, $W_j = \{w_{j1}, w_{j2}, \ldots, w_{jn}\}$ is the max point and $f(X_h, V_j, W_j)$ is the MF.

The MF $f(X_h, V_j, W_j)$ for hyperbox $B_j$ is represented as $b_j(X_h)$ and its value is in the range $0 \leq b_j(X_h) \leq 1$, measures the degree to which $X_h$ falls inside of hyperbox $B_j$. Its value is always one when pattern $X_h$ falls inside or on boundaries of $B_j$ and decreases as the pattern goes away from that hyperbox.

Due to the fact that the fuzzy membership function proposed by Simpson and used in FMMN algorithms can assign a relatively high membership value to an input pattern which is quite far from the class prototype, Gabrys et al. have proposed new membership function that is defined as

$$b_j(X_h) = \min_{i=1 \ldots n} \{ \min [1 - f(x_{hi} - w_{ji}, \gamma_i)], \}$$

$$[1 - f(v_{ji} - x_{hi}^1, \gamma_i)] \}$$  \hspace{1cm} (2)

where

$$f(r, \gamma) = \begin{cases} 1 & \text{if } r \gamma > 1 \\ r & \text{if } 0 \leq r \gamma \leq 1 \\ 0 & \text{if } r \gamma < 0 \end{cases}$$

where $X_h = [X_h^l, X_h^u]$ is the $h^{th}$ input pattern in a form of lower, $X_h^l$, and upper, $X_h^u$, limits vectors contained within the $n$-dimensional unit cube, $V_j = \{v_{j1}, v_{j2}, \ldots, v_{jn}\}$ is the min point for $B_j$, $W_j = \{w_{j1}, w_{j2}, \ldots, w_{jn}\}$ is the max point for $B_j$, and $\gamma_i$ is the sensitivity parameter that controls how fast the membership values decreases as the distance between $X_h$ and $B_j$ increases.

### 2.2 GFMMN Architecture

The architecture of GFMMN consists of three layers of nodes, as shown in Fig. 3. This architecture grows adaptively to meet the demands of the problem. It consists of an input layer ($F_A$), hyperbox layer ($F_B$) and the output layer ($F_C$). The input layer has $2^n$-input nodes, two for each of the $n$-dimensions of input pattern. The output layer contains nodes equal in number to the number of classes. The hyperbox layer which is also called the hyperbox layer wherein, each node represents a hyperbox fuzzy set. All $F_A$ to $F_B$ connections are the min – max points. The $F_B$ layer transfer function is the hyperbox MF defined in (2). The min and max points are stored in matrices $V$ and $W$ respectively. The min point matrix $V$ is applied to the first $n$-input nodes representing the vector of lower bounds of the input pattern and the max point matrix $W$ is applied to the other $n$-input nodes representing the vector of upper bounds of the input pattern. The connections between the $F_B$ and $F_C$ nodes are binary-valued and are stored in matrix $U$. The equation for assigning the values from $F_B$ to $F_C$ connections is

$$u_{ji} = \begin{cases} 1 & \text{if } B_j \text{ is a hyperbox of class } c_i \\ 0 & \text{otherwise} \end{cases} \hspace{1cm} (3)$$

where $B_j$ is the $j^{th}$ node in the hyperbox layer with $j = (1,2,\ldots, m)$ and $c_i$ is the $i^{th}$ node in the output layer with $i = (1,2,\ldots, k)$. The output of the $F_C$ node represents the degree to which input pattern $X_h$ fits for class $c_i$. The transfer function of each $F_C$ node performs the fuzzy union operation on the appropriate hyperbox fuzzy set values which is defined as

$$c_i = \max_{j=1}^m b_j u_{ji} \hspace{1cm} (4)$$

where $b_j$ is the membership value of $X_h$ to the $j^{th}$ hyperbox and $u_{ji}$ is the binary value as defined in (3). Equation (4) gives the membership value of pattern $X_h$ to each of the $j^{th}$ class. This is the soft classification decision given by GFMMN and can be used wherever required. If hard decision is required then the maximum value among all values of $c_i$ is set to unity.

### 2.3 Learning in GFMMN

Learning in GFMMN creates the collection of hyperboxes. Prior to learning only input and output layer exists and the hyperbox layer is constructed during learning by adding hyperboxes one by one. When each input pattern $X_h$ is presented, it is checked for the possible expansion of the existing hyperbox of the same class as that of pattern $X_h$. If expansion is not possible then new hyperbox is created. This continues till all patterns are finished. So the learning process consists of four steps: initialization, expansion, overlaps test and contraction. These are summarized as below

1. **Initialization**: Before training starts $V_j$ and $W_j$ are initialized with

$$V_j = 0 \hspace{1cm} \text{and} \hspace{1cm} W_j = 0. \hspace{1cm} (5)$$

When $j^{th}$ hyperbox $B_j$ is adjusted for the first time using the input pattern, the min and max points of this hyperbox would be

$$V_j = X_h^l \hspace{1cm} \text{and} \hspace{1cm} W_j = X_h^u. \hspace{1cm} (6)$$

2. **Expansion**: In this step the membership values of input pattern $X_h$ to all the hyperboxes of same class as that of $X_h$ are calculated. The hyperbox with the highest membership value, $B_j$, is selected and tested for possible expansion. The expansion test is given by

$$\forall_{i=1..n} (\max(w_{j}, x_{hi}^n) - \min(v_{ji}, x_{hi}^1)) \leq \theta \hspace{1cm} (7)$$
where $0 \leq \theta \leq 1$ is the user defined threshold value that determines the maximum size of the hyperbox. The larger value of \( \theta \) gives the small number of hyperboxes and small value gives the large number of hyperboxes. If the expansion condition for hyperbox \( B_j \) is satisfied then it is expanded by adjusting min and max points in each dimension \( i \) by using the equations

$$w_{ji}^{new} = \min(w_{ji}^{old}, x_{ki}), \quad \forall i = 1, 2, \ldots, n. \tag{8}$$

$$w_{ji}^{new} = \max(w_{ji}^{old}, x_{ki}), \quad \forall i = 1, 2, \ldots, n. \tag{9}$$

If neither of the existing hyperboxes can expand to include the input pattern, then a new hyperbox is created.

(3) Overlap Test: After expansion of the hyperbox \( B_j \), its overlap is tested with each different class hyperbox \( B_k \). For every dimension \( i \), if any one of the following four cases is satisfied then overlap exists between two hyperboxes. With \( \delta^{old} = 1 \) initially, the four test cases and the corresponding minimum overlap value for the \( i^{th} \) dimension are as follows.

\textbf{Case 1 :} \( v_{ji} < v_{ki} < w_{ji} < w_{ki} \),
$$\delta^{new} = \min(w_{ji} - v_{ki}, \delta^{old}). \tag{10}$$

\textbf{Case 2 :} \( v_{ki} < v_{ji} < w_{ki} < w_{ji} \),
$$\delta^{new} = \min(w_{ki} - v_{ji}, \delta^{old}). \tag{11}$$

\textbf{Case 3 :} \( v_{ji} < v_{ki} \leq w_{ji} < w_{ki} \),
$$\delta^{new} = \min(\min(w_{ji} - v_{ki}, w_{ji} - v_{ki}), \delta^{old}). \tag{12}$$

\textbf{Case 4 :} \( v_{ki} < v_{ji} \leq w_{ki} < w_{ji} \),
$$\delta^{new} = \min(\min(w_{ji} - v_{ki}, w_{ki} - v_{ji}), \delta^{old}). \tag{13}$$

If \( \delta^{old} - \delta^{new} > 0 \), then \( \Delta = 1 \) and \( \delta^{old} = \delta^{new} \). If not, the testing stops and the minimum overlap index variable is set to indicate that the next contraction step is not necessary, i.e. \( \Delta = -1 \).

(4) Contraction: If overlap between the hyperboxes exists and \( \Delta \) be the selected dimension for contraction, then by using the minimal disturbance principle these hyperboxes are adjusted by the following four cases corresponding to the overlap occurred.

\textbf{Case 1 :} \( v_{i\Delta} < v_{k\Delta} < w_{j\Delta} < w_{k\Delta} \),
$$w_{j\Delta}^{new} = \frac{w_{k\Delta}^{old} + w_{j\Delta}^{old}}{2}. \tag{14}$$

\textbf{Case 2 :} \( v_{k\Delta} < v_{j\Delta} < w_{k\Delta} < w_{j\Delta} \),
$$w_{j\Delta}^{new} = \frac{w_{k\Delta}^{old} + w_{j\Delta}^{old}}{2}. \tag{15}$$

\textbf{Case 3a :} \( v_{i\Delta} < v_{k\Delta} \leq w_{k\Delta} < w_{i\Delta} \)
\( \text{and} \ (w_{k\Delta} - v_{i\Delta}) < (w_{j\Delta} - v_{i\Delta}) \),
$$v_{i\Delta}^{new} = w_{k\Delta}^{old}. \tag{16}$$

\textbf{Case 3b :} \( v_{i\Delta} < v_{k\Delta} \leq w_{i\Delta} < w_{k\Delta} \)
\( \text{and} \ (w_{k\Delta} - v_{i\Delta}) > (w_{j\Delta} - v_{i\Delta}) \),
$$w_{i\Delta}^{new} = v_{k\Delta}^{old}. \tag{17}$$

\textbf{Case 4a :} \( v_{k\Delta} < v_{j\Delta} \leq w_{j\Delta} < w_{k\Delta} \)
\( \text{and} \ (w_{k\Delta} - v_{j\Delta}) < (w_{j\Delta} - v_{j\Delta}) \),
$$w_{j\Delta}^{new} = v_{k\Delta}^{old}. \tag{18}$$

\textbf{Case 4b :} \( v_{k\Delta} < v_{j\Delta} \leq w_{j\Delta} < w_{k\Delta} \)
\( \text{and} \ (w_{k\Delta} - v_{j\Delta}) > (w_{j\Delta} - v_{j\Delta}) \),
$$v_{j\Delta}^{new} = w_{k\Delta}^{old}. \tag{19}$$

3. RULE EXTRACTION FROM GFMMN

All the techniques of rule extraction from ANN are grouped into three approaches namely decompositional, pedagogical and eclectic. In the decompositional approach, the activation values and weights of the hidden layers of the neural network are analyzed. The pedagogical approach treats the ANN as a black box and extract the rules only in terms of input and output relationships that are understood by the ANN. Not all of the rule extraction techniques fit in exactly one of these two categories, so there is a third category called the eclectic approach which is the hybrid category and it is based on internal architecture and/or weight vectors in a trained ANN and input-output relationships. The proposed classification model aims to extract the rules from the GFMMN using eclectic category where each hyperbox layer node is analyzed and the rules stating the global relationships between input and output of the GFMMN are extracted. As the GFMMN is trained using continuous and discrete attributes, the rule antecedents are formed by using the conditions for both continuous and discrete attributes.

For each hyperbox \( B_j \), the min-max values are used to form the rule conditions. Min-max values of all the hyperboxes are quantized and due to quantization of the min-max values, the rules can be described in words rather than real numbers and such rules are more readable. The rule conditions of all attributes are connected by logical ‘and’ operator to form an antecedent of if \( \{ \} \) then \( \{ \} \) rules. A quantization level \( Q \) is defined as the number of feature values in the quantized rules. For example, with \( Q = 3 \), feature values are described as low, medium or high in the fuzzy rules. Quantization by round-off distributes, \( Q \) quantization points evenly, with one at each end point given by

$$V_q = \frac{q - 1}{Q - 1} \tag{20}$$

where \( q = 1, 2, \ldots, Q \). This method then rounds off a min-max values to the nearest \( V_q \) value.

4. EXPERIMENTATION RESULTS AND DISCUSSION

The experiments are conducted on eight different datasets found in the UCI machine learning repository. The details of these datasets regarding the number and type of attributes and number of patterns can be obtained from the website of UCI machine learning repository [41]. All these datasets are the good mixture of small number of attributes, large number of attributes, continuous attributes and discrete attributes etc. These datasets includes credit, iris, bupa liver
disorder, heart disease, wine, thyroid, ionosphere and glass dataset. Experiments are conducted on each of these datasets for $\theta = 0.1$ to 1 with the step size of 0.01. Initially to observe the learning capability, percentage accuracy values for all of these datasets are recorded by training them with 50% data and testing with the same 50% data. The minimum, maximum and average values of percentage accuracy and number of hyperboxes are recorded in Table 4 and Table 4 respectively.

The rules are extracted for the maximum accuracy of 97.33% of the iris dataset. This accuracy is obtained for the $\theta = 0.06$ with total 34 hyperboxes. After quantization of min-max values of these hyperboxes, 16 duplicate rows were found. Rules for the remaining 18 hyperboxes are defined as given in Table 3. These rules are pruned and it gives only four rules as given in Table 4.

5. CONCLUSION

General fuzzy min-max neural network has the capability to learn the input data in a very few passes and when it is combined with rule extraction then it can be easily adapted in sensitive applications. In this paper, we have proposed the rule extraction method from general fuzzy min-max neural network. These rules justify the classification decision given by GFMMN. For this, GFMMN is trained for the input data and resulting min-max values are quantized. Due to the quantization of the numeric min-max values, rules are expressed in terms of words and these rules are more understandable.
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