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ABSTRACT
In this paper, a new algorithm has been proposed for network intrusion detection. The proposed algorithm operates in a simple but efficient manner. It uses labeled data in the training phase, which means that our algorithm is a supervised algorithm. In the training phase of the algorithm, the data are categorized based on their class label values. Then, the algorithm compute a center point for each category of the class label. A center point is a mean of all samples that belong to the same category. Finally, in the testing phase, the algorithm uses Euclidean distance metric to label the test data based on their distances to the center points. In other words, each test data assigns to the nearest center point. However, a pre-defined threshold has been used in the testing phase in order to deal with zero-day attacks. If a test data point is closer to the normal center it will be assign to the normal class but in this case the algorithm checks the pre-defined threshold. If the distance to the normal center was greater than the pre-defined threshold the test data point will be classify as an attack, else it will be assign to the normal class. Experimental results show that the proposed algorithm is superior to single Naïve Bayes classifier. The detection rate of the proposed algorithm with 95% confidence is between 95.88 ± 0.11 and the detection rate of Naïve Bayes algorithm with the same confidence is between 90.03 ± 0.31.
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1. INTRODUCTION
Nowadays by developing of the Internet, the data are more reachable and accessible for unauthorized entities. Accordingly, information security is necessary to be maintained in three parts namely privacy, integrity, and availability. Security mechanisms can be defined in a two level structure [1, 2]. The first level uses security mechanisms such as access control, identification, and cryptography. Intrusion detection systems (IDS) and antivirus tools stay in the second level of defense [1].

Formally, IDSs can be divided two main categories considering the method that they analyze the input data [3]: Anomaly-based Intrusion Detection Systems (AIDS) and Signature-Based Intrusion Detection Systems (SIDS).

The main difference between these two methods is in the definition of attacks and anomalies. In an AIDS, the main issue is about the definition of normal profile for the normal network traffics. On the other hand, a SIDS looks for the sequence of operations and events that cause an attack, called attack patterns [4]. A SIDS keeps the attack patterns in the signature-base in order to use them for intrusion detection.

Generally, statistical methods and clustering techniques are used in AIDS. AIDS have less accuracy than SIDS but they have the ability to identify “zero-day” attacks [5]. SIDS generally use classification algorithms and rule based classifiers. SIDS are more accurate than AIDS because they have the patterns of well-known attacks in the signature-base. On the other hand, they are not able to detect zero-day attacks [5].

The paper is amind to propose a supervised algorithm for network intrusion detection systems in order to achieve higher accuracy and also keep the ability of detecting new attack in the proposed algorithm. Although the proposed algorithm is a supervised algorithm, it has the ability of detecting new attacks.

The remainder of this paper organized as follows: Section 2 presents related works. Section 3 explains the goals of this paper based on the experimental design in supervised and unsupervised algorithms. Section 4 presents the proposed algorithm. Section 5 describes the dataset that has been used in our experiments. Section 6 explains the experimental design for the evaluation of our proposed algorithm. Finally, section 7 presents the results and section 8 concludes the paper and explains the future works.

2. RELATED WORKS
In [6] the authors reduced the number of input features in order to propose an efficient and effective IDS. They reduced the features using four different feature selection methods and used Naïve Bayes classification algorithm as the classifier to evaluate the results.

In [7] the authors evaluated the effect of different feature selection methods on decision tree using in network intrusion detection data.

In [8] some experiments had been done in order to evaluate the performance of Naïve Bayes algorithm with decision tree. The experimental results show that Naïve Bayes provides very competitive results with decision tree. Also [9] compared Naïve Bayes algorithm with two decision tree algorithms.

In [10] authors compared supervised and unsupervised algorithm for network intrusion detection. The problem of using supervised algorithm in network intrusion detection is that the performance of the supervised algorithms degrade when the data contain unknown attacks. On the other hand, the performance of unsupervised algorithms do not change.
significantly in the presence of unknown attacks in the data [10].

Previous works that had been reviewed in this section used supervised algorithm and tried to achieve higher performance with their idea in the preprocessing step. Therefore, they achieved higher performance metrics but they did not consider the issue of unknown attacks. Obviously, in the real world new attacks will happen. An efficient IDS must has the ability to detect the new attacks.

This paper, tries to use labeled data in the training phase in order to achieve higher performance and consider the issue of detecting unknown attacks using a pre-defined threshold.

3. GOAL STATEMENT

Experimental results in [10] prove that supervised algorithms perform more accurately in network intrusion detection systems in detecting known attacks than unsupervised algorithms but the accuracy of the supervised algorithms degrade significantly, when unknown attacks are available in the test set. On the other hand, the accuracy of unsupervised algorithms do not degrade significantly in the presence of unknown attacks [10]. The authors concluded that the problem of IDS in detecting unknown attacks and keeping its performance at high simultaneously could not be solved by purely supervised or unsupervised algorithm [10].

To solve this problem a new supervised distance-based algorithm has been proposed in this paper. The idea behind of our proposed algorithm is based on K-means clustering algorithm. K-means is an unsupervised distance-based clustering algorithm [11] that has been used widely in many data mining applications as well as network intrusion detection [12].

In the proposed algorithm, K-means clustering algorithm is modified to a distance-based supervised algorithm. In other words, the proposed algorithm works with labeled data in the training phase. Although the proposed algorithm is a supervised algorithm but it still has the ability of detecting unknown attacks if they would be available in the test set.

Therefore, the main goal of this paper is to propose a supervised algorithm for network intrusion detection systems in order to achieve higher accuracy and detection rate (by using labeled data in the training phase of the algorithm) and keep the ability of zero-day attack identification in the proposed algorithm, simultaneously.

4. THE PROPOSED SUPERVISED ALGORITHM

In the following section, the proposed algorithm is described. The proposed algorithm has two phases, the training phase and testing phase.

4.1 Training Phase of the Proposed Algorithm

In the training phase, the data are categorized based on their class label values. Consider that \( n \) is the number of records in the dataset and \( d \) is the dimensionality of the records. Accordingly, \( m \) is the number of data that have been selected for the training set. The training set have \( c \) distinct class values where \( n_j \) is the number of records that belong to the \( j \)th class value in the training set and \( s_j \) is the \( k \)th attribute value of record \( x \) in the training set with class label \( j \).

The steps of proposed algorithm during the training phase have been shown in the following two steps:

Step (1): categorize the \( m \) records in the training set based on their class values into \( c \) categories (distinct number of the class labels).

Step (2): Make a center point for each category of the value of the class labels. The center point \( P_i \) is the average of all samples, which belong to category \( c_j \). Formally:

\[
P_i = \frac{1}{n_j} \sum_{j=1}^{k} s_j \quad \text{for } i = 1, \ldots, d \quad (1)
\]

4.2 Testing Phase of the Proposed Algorithm

The proposed algorithm uses Euclidean distance metric to label the test data based on their distances to the center points. When a new network traffic data receives, the algorithm operates as follows to label the new data as normal or anomaly:

Step (1): Compute the distances between new data and all center points with Euclidean distance metric.

Step (2-a): Assign the data to the closest center point.

Step (2-b): If the data is closer to the normal center point and the distance between the new data and normal center point is greater than a predefined threshold, classify it as an attack data instead of normal.

The proposed algorithm is simple but efficient since, it considered the presence of new attacks in data. In fact, in real world new attack are available in the data. Therefore, the most important advantage of the proposed algorithm in comparison of previous works is the detection of new attacks through a simple method.

5. DATA DESCRIPTION

The dataset that has been used in our experiments is NSL-KDD labeled dataset [13]. NSL-KDD dataset has been produced based on KDD cup99 which is benchmark in network intrusion detection. NSL-KDD dataset suggested for solving some of the inherent problems of the KDD cup99 dataset. The dataset contains 25,192 records labeled as anomaly or normal.

One of the advantage of NSL-KDD over KDD cup99 is that it does not contain of redundant records that may cause the biased results of classifiers towards more frequent records [13].
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6. EXPERIMENTAL DESIGN

The proposed algorithm has been compared with Naïve Bayes (NB) classification algorithm. The proposed algorithm is executed 10 times on the same data with different seeds for the random number generator, which means that the training set and the testing set had been changed in each repetition [14]. In addition, Naïve Bayes algorithm has been executed 10 times using the same dataset with different seeds of the random number generator. In each repetition of the algorithms, 70% of the data have been chosen for the training set and 30% of the data for the testing set. Since, Euclidean distance metric [11] was used as the distance metric in the
proposed algorithm, it is necessary to normalize the dataset. Therefore, Min-Max normalization method was used for data normalization [15]. Finally, the value of the threshold for the proposed algorithm is 6. It means that if the distance between a test data is closer to the normal center point than the anomaly center point but the distance is greater than 6, the data will be labeled as an anomaly instead of normal.

6.1 Performance Evaluation Metrics
The performance metrics that have been used for the evaluation of the proposed algorithm with Naïve Bayes classifier are as following:

Detection Rate (DR) = \( \frac{TP}{TP+FP} \)  
False Alarm Rate (FAR) = \( \frac{FP}{FP+TN} \)

- True positive (TP): The number of attacks that are correctly classified as intrusions.
- True negative (TN): The number of normal data that are correctly classified as normal.
- False positive (FP): The number of normal data that are incorrectly classified as attacks.
- False negative (FN): The number of attacks that are incorrectly classified as normal.

7. RESULTS
The detection rates of the proposed algorithm and Naïve Bayes algorithm, which are obtained from each repetition, are shown in Table 1. The proposed algorithm performs better in term of detection rate in all of the repetitions. The detection rates of the proposed algorithm is compared to Naïve Bayes algorithm in each repetition and are shown have been shown Fig. 1. As, it is shown in Fig. 1 the detection rate of the proposed algorithm is superior to Naïve Bayes algorithm in all of the repetitions. Considering the detection rate equation it means that, the proposed algorithm is able to detect more attacks than Naïve Bayes classifier. So, it is stated with 95% confidence that the detection rate of the proposed algorithm is between 95.88 ± 0.11 and the detection rate of Naïve Bayes algorithm with 95% confidence is between 90.03 ± 0.31. In other words, the proposed algorithm is significantly superior to Naïve Bayes classifier in term of detection rate.

Additionally, the proposed algorithm and Naïve Bayes have been evaluated in term of false alarm rate. The false alarm rate of the proposed algorithm and Naïve Bayes algorithm are shown in Table 1. As it is shown in Table 1, the false alarm rate of the proposed algorithm is better than Naïve Bayes algorithm in all of the repetitions, which means that the proposed algorithm raises less false alarms in comparison of Naïve Bayes. The false alarm rate of the proposed algorithm with 95% confidence is between 3.04 ± 0.08 and the false alarm rate of Naïve Bayes with the same confidence is between 8.51 ± 0.34. In addition, false alarm rate performance metric indicate that the proposed algorithm is significantly better than Naïve Bayes algorithm. Therefore, the proposed algorithm detects more attacks than Naïve Bayes classifier and also reduce the false alarm an IDS raises.

<table>
<thead>
<tr>
<th>Repetition NO.</th>
<th>1st</th>
<th>2nd</th>
<th>3rd</th>
<th>4th</th>
<th>5th</th>
<th>6th</th>
<th>7th</th>
<th>8th</th>
<th>9th</th>
<th>10th</th>
</tr>
</thead>
<tbody>
<tr>
<td>DR of the proposed algorithm (%)</td>
<td>95.74</td>
<td>95.93</td>
<td>95.91</td>
<td>95.9</td>
<td>96.19</td>
<td>95.8</td>
<td>95.59</td>
<td>96.11</td>
<td>95.82</td>
<td>95.93</td>
</tr>
<tr>
<td>The DR of NB algorithm (%)</td>
<td>89.95</td>
<td>89.41</td>
<td>90.62</td>
<td>90.12</td>
<td>89.29</td>
<td>89.84</td>
<td>90.2</td>
<td>90.7</td>
<td>90.2</td>
<td>89.72</td>
</tr>
<tr>
<td>The FAR of the proposed algorithm (%)</td>
<td>3.02</td>
<td>3.1</td>
<td>3.03</td>
<td>3.08</td>
<td>2.89</td>
<td>3.17</td>
<td>3.21</td>
<td>2.82</td>
<td>3.11</td>
<td>2.97</td>
</tr>
<tr>
<td>The FAR of NB algorithm (%)</td>
<td>8.49</td>
<td>8.71</td>
<td>8.07</td>
<td>8.69</td>
<td>9.35</td>
<td>8.52</td>
<td>8.61</td>
<td>7.8</td>
<td>8.38</td>
<td>8.41</td>
</tr>
</tbody>
</table>
8. CONCLUSIONS AND FUTURE WORKS

In this paper, a novel distance-based supervised algorithm for network intrusion detection has been proposed. The proposed algorithm uses labeled data in the training phase but it also has the ability of zero-days attack identification. As, the proposed algorithm uses a distance metric it is able to handle the unknown attacks. Based on the experimental results the proposed algorithm is superior to Naïve Bayes algorithm in terms of detection rate and false alarm rate.

In this paper, we leave the algorithm intact without any preprocessing. In the future works preprocessing techniques such as feature selection, weighted Euclidean distance metric can be used in order to improve the performance metrics. In addition, other distance metrics can be used in the future works in order to evaluate the effect of different distance metrics on the proposed algorithm.

9. REFERENCES