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ABSTRACT
In the present study, an inventory model is developed especially for a manufacturer where manufactured product not only deteriorates continuous but also has a maximum lifetime. It is assumed that supplier offers full trade credit period of M to the manufacturer while due to the strong position in the market, manufacturer provides partial trade credit period of N to his/her wholesaler. The objective of the problem is to minimize the total inventory cost. By applying convex fractional programming results, necessary and sufficient conditions are obtained to obtain an optimal solution. Few theorems have been developed to determine manufacturer’s optimal policies. Teng (1985), Teng (2002), Huang (2003), Teng and Goyal (2007), Chen and Teng (2014), and Wu and Chan (2014) are special case of our proposed model. Theorems are illustrated with the help of numerical examples. In addition, some managerial insights on the basis the numerical examples are also concluded.
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1. INTRODUCTION
Nowadays management of deteriorating items during inventory management has received considerable attention. Many researchers have developed different inventory model for deteriorating items such as high-tech product, fruits, vegetables, medicine, volatile liquids, blood blanks, fashion goods, electronic components and others which deteriorate continuously due to evaporation, loss of utility, loss of marginal value of a commodity, obsolescence, spoilage and etc. The problem of managing deteriorating inventory is complex for a variety of reasons as the lifetime of the manufactured product is finite and starts to deteriorate once they manufactured. Ghare and Schrader (1963) were the first researchers for developing an inventory model with an exponential deterioration rate. They categorized decaying items into three types: direct spoilage, physical depletion and deterioration. Then Covert and Philip (1973) generalized Ghare and Schrader’s constant exponential deterioration rate to a two-parameter Weibull distribution. Dave and Patel (1981) developed an EOQ model for deteriorating items by considering time-proportional demand. Goyal and Giri (2001) reviewed the trends in modeling of deteriorating items. Teng et al. (2002) generalized the EOQ model for deteriorating items with time-varying continuous demand. Dye et al. (2007) had considered an infinite time horizon and developed inventory model for single product where demand and deterioration rate were continuous and differentiable function of price and time respectively. In addition they had considered that shortages were completely backlogged. Min et al. (2010) presented an EOQ model for deteriorating items under stock-dependent and two-level trade credit. Yadav et al. (2012) developed multi-item inventory model for deteriorating items with stock dependent demand under two-warehouse system under inflation and time value of money. Chen et al. (2013) investigated an economic production quantity model for deteriorating items with two level trade credit financing. Chen and Teng (2014) developed and EOQ model for a retailer when his/her product deteriorates continuously and has a maximum lifetime and assumed that his/her supplier offers a trade credit. They determined the optimal replenishment period so that the total associated inventory cost is minimum. Bhunia et al. (2014) developed an inventory model for single deteriorating items with trade credit. They assumed that demand is constant and shortages are allowed and partially backlogged. Tayal et al. (2015) developed an inventory model for seasonal products with Weibull rate of deterioration having two potential markets say primary market and alternate market.

Due to globalization of market, there is a fierce competition among the organization to promote their business. Now, the organizations are taking serious attempt to manage inventories to get the competitive advantages over the other organization. Thus, the manager of every organization increasing their interest in optimizing the inventory decisions in a holistic way. As a result, they provide different types of facilities to others such as trade-credit. During trade-credit period, the manufacturer can sell the manufactured goods and earn the interest on the accumulated revenue received, and delay the payment up to the last moment of the trade credit allowed by the supplier. However, if the payment is not paid within the trade credit, then interest is charged on the outstanding amount under the previously agreed terms and conditions. This brings some economic advantage to the manufacturer as they may earn some interest from the revenue realized during the period of trade credit. By doing so, they get competitive advantages to other players in the market.

In this regard, a number of research papers become visible which deal with the economic order quantity problem under the condition of permissible delay in payments. Goyal (1985) is the first researcher to consider the economic order quantity (EOQ) inventory model under the condition of trade credit. Chand and Ward (1987) analyzed Goyal’s model under assumptions of the classical economic order quantity model, obtaining different results. Goyal (1985) was extended by
Shinn et al. (1996) and considered quantity discount for freight cost. Huang (2004) investigated that the unit purchasing price and the unit selling price are not necessarily equal within the EPQ framework under a supplier’s trade credit policy. Teng et al. (2005) presented the optimal pricing and lot sizing model under permissible delay in payments by considering the difference between the purchase cost and the selling price and demand is a function of price. There are several relevant and interesting papers related to trade credit such as Chung et al. (2005), Mahata and Goswami (2007), Shastri et al. (2014), Singh et al. (2014), Bera et al. (2014), Yadav et al. (2015) and Rao and Rao (2015) and their references. All the above inventory models implicitly assumed one-level trade credit financing, i.e. it is assumed that the supplier would offer the manufacturer a delay period and the manufacturer could sell the goods and accumulate revenue and earn interest within the trade credit period. They implicitly assumed that the wholesaler would pay for the items as soon as the items are received from the manufacturer. That is, they assumed that the supplier would offer the manufacturer a delay period but the manufacturer would not offer any delay period to his/her wholesaler. Huang (2003) proposed an inventory model assuming that the retailer also permits a credit period to its/her wholesaler. Huang (2006) developed an inventory model to investigate the two-level trade credit policy depending on the order quantity.

The present study investigated the inventory model especially (2010), Chung (2013) and Zhou et al. (2013). Numerical examples are given to illustrate these theorems. In addition, some managerial insights on the basis of the numerical examples are also concluded.

2. ASSUMPTIONS AND NOTATIONS

We now formulate an economic production lot size model incorporating marketing decisions under the following assumptions and notations.

Assumptions:

1. Manufacturing system involves only single type of product which manufactured at the rate P.
2. KT (0<\alpha<1) is the time upto which the manufacturing process goes on i.e. after time \( t = KT \), the manufacturing process is discontinued. T is the manufacturer’s cycle time.
3. All the manufactured products have certain life period after that period the worth of the product becomes zero. That period is known as lifetime of the product. When time is approaching to the maximum life (m) of the product the deterioration rate becomes closer to 1. We follow the same assumption as in Sarkar (2012) that the deterioration rate is

\[ \theta(t) = \frac{1}{t^{\alpha}} \quad 0 \leq t \leq T \leq m \]

Here, we consider the case that the cycle time is less than or equal to m.

4. The supplier offers the full trade credit to the manufacturer, when \( T \geq M \), the account settled at \( T=M \), the retailers pays off all units sold and keeps his/her profits, and starts paying for the interest charges on the items in stock with rate \( I \). When \( T \leq M \), the account is settled at \( T=M \) and the retailer no need to pay any interest on the stock.

5. Credit period reduces the manufacturer’s inventory holding cost, and hence a positive impact on demand. Similarly, selling price of product has also produces positive impact on the demand. So, we consider demand as a function of trade credit, advertisement and selling price.

\[ D(s, M) = ae^{bt} + ds^{-\beta} \quad a, b, d > 0 \]

Where M is the credit period in years offered by the supplier to manufacturer, and ‘s’ is the selling price per unit in dollars.

6. The manufacturer just offers the partial trade credit to his/her wholesaler. Hence, the wholesaler must make a partial payment to the manufacturer when the items are sold. Then the wholesaler must pay off the remaining balance at the end of the trade credit period offered by the manufacturer. That is, the manufacturer can accumulate interest from his/her wholesaler payment with rate \( I_c \).
7. Shortages are not allowed and lead time is zero.
8. Time horizon is infinite.

**Notations:**

- $h$: Inventory holding cost per item per year excluding interest charges
- $A$: Setup cost per manufacturing cycle
- $c$: The unit purchase cost per unit item
- $s$: The unit selling price of items of good quality
- $\alpha$: Wholesaler’s fraction of the total amount owed payable at the time of placing an order offered by the manufacturer $0 \leq \alpha \leq 1$
- $M$: Manufacturer’s trade credit period offered by the supplier in years
- $N$: Wholesaler’s trade credit period offered by the manufacturer in year
- $I$: The interest charged per year per $ in stocks by the supplier
- $I_e$: The interest earned per $ per year

**3. MATHEMATICAL MODELING OF MANUFACTURING SYSTEM UNDER TWO LEVEL OF TRADE CREDIT**

In this paper, we developed a manufacturer’s EMQ-based inventory model under two levels of trade credit. It is assumed that the position of manufacturer in market is strong and can obtain full trade credit offered by the supplier and the manufacturer just offered partial trade credit to his wholesaler. A production process starts at $t=0$ at the rate $P$ and continues up to $t=kT$ where the inventory level reaches the maximum level. During this period, inventory level rises due to production and decline due to demand and deterioration. At $t=kT$ production process stops and afterward inventory level declines due to demand and deterioration only. Inventory level reaches to zero at $t=T$. This process continues as the planning horizon in infinite. The graphical representation of this inventory system is clearly depicted in Fig.1. The transition of inventory during the planning horizon can be represented by the following differential equation:

$$\frac{dt_1(t)}{dt} + \frac{1}{1 + m - t} \cdot I(t) = P - D(s, M), \quad 0 \leq t \leq kT$$  \hspace{1cm} \text{... (1)}

With the initial conditions $I_1(0)=0$.

The solution of the above equation with the initial condition $I_1(0)=0$ is

$$I_1(t) = (1 + m - t)(P - D(s, M)) \log \left(\frac{1 + m - t}{1 + m - t_0}\right), \quad 0 \leq t \leq kT$$  \hspace{1cm} \text{... (2)}

In the interval $(kT, T]$, the inventory is decreases due to demand and deterioration. Hence, the change in the inventory level can be represented by the following differential equations:

$$\frac{ds(t)}{dt} + p(t)I(t) = -D(s, M), \quad kT \leq t \leq T$$  \hspace{1cm} \text{... (3)}

With the boundary conditions $I_2(T)=0$.

The solution of the above equation with the boundary condition $I_2(T)=0$ is

$$I_2(t) = D(s, M)(1 + m - t) \log \left(\frac{1 + m - t}{1 + m - t_0}\right)$$  \hspace{1cm} \text{... (4)}

Now, we can evaluate the total cost associated with the manufacturer which is comprised of the annual setup cost, annual holding cost, annual interest payable, annual interest earned.

**Annual setup cost**

$$\frac{A}{T}$$

**Annual holding cost** (excluding interest charges)

The objective of the manufacturer is to determine his/her optimal cycle time $T^*$ such that his/her total inventory cost is minimum. For the derivation of the manufacturer’s annual total inventory cost, the up-stream and the down-stream trade credits should be taken into consideration. From the values of $N$ and $M$, there are two possible cases:

**Case-1:** $M > N$  \hspace{1cm} **Case-2:** $N \geq M$

Now, we discuss these two cases separately one by one.

**Case-1: M > N**

On the bases of the values of $M$, $T$, $T+N$ (the time at which the manufacturer receives the payment from the last wholesaler), three sub-cases can occur.

**Sub-Case-1.1: M ≤ T**

In this sub-case, the manufacturer accumulates revenue and earns interest:

(i). from the portion of instant payment starting time $0$ through $M$
from the portion of delayed payment starting time \( N \) through \( M \).
Therefore,
The interest earned per cycle = \( I_e \times (\text{Ar}(\text{OMA}) + \text{Ar}(\text{NMA})) \) as shown in Fig.2.
Therefore, annual interest earned is given by
\[
\frac{s_I D(s,M)}{2T} \left( aM^2 + (1 - a)(M - N)^2 \right)
\]
On the other hand, the manufacturer grants its wholesaler a trade credit of \( N \) periods, and receives the money from its wholesaler from time \( N \) through \( T+N \). Thus, at time \( M \) the manufacturer receives \( aD(s,M) \) dollars from the instant payment and \( (1 - a)D(s,M)(M - N) \) dollars from delayed payment, and pays its supplier \( aC(s,M) \) dollars. The manufacturer must finance
(i). all items sold after \( M \) for the portion of instant payment, and
(ii). all items sold after \( M - N \) for the portion of delayed payment at an interest charged \( I_c \) per dollar per year.
As a result, the interest payable per cycle is \( \frac{cl_D(s,M)}{2T} (\text{Ar}(\text{ABC}) + \text{Ar}(\text{A'BC'})) \) as shown in Fig.2.

Revenue

\[
D(M,S) \left( \frac{(1+m-T)^2}{4} + \frac{(1+m-T)}{4} \left( 2\log \frac{(1+m-T)}{1+m-T'} - 1 \right) \right) + \frac{cl_D(s,M)}{2T} (\alpha(T - M)^2 + (1 - \alpha)(T + N - M)^2 - \frac{s_I D(s,M)}{2T} (aM^2 + (1 - a)(M - N)^2))
\]

Sub-Case-1.2: \( T \leq M \leq T+N \)
In this case, manufacturer accumulates revenue and there are two different accounts from where he/she can earn interest.
(i). the portion of immediate payment starting time 0 through \( M \), and
(ii). the portion of delayed payment starting from \( N \) through \( M \).
Hence, the manufacturer’s annual interest earned as shown in Fig.3 as
\[
\frac{s_I D(s,M)}{2T} (\alpha T^2 + 2aT(M - T) + (1 - \alpha)(M - N)^2)
\]
The manufacturer receives all instant payment by time \( T \leq M \) so that there is no interest payable for the portion of instant payment. However, the manufacturer must finance all items sold during time interval \([M-N,T]\). Therefore, the annual interest payable is
\[
\frac{cl_D(s,M)}{2T} (1 - \alpha)(T + N - M)^2
\]
\[2\alpha T(M - T) + (1 - \alpha)(M - N)^2 \quad \ldots \quad (6)\]

**Sub-Case-1.3: \( T+N \leq M \)**

The manufacturer receives the total revenue before the trade credit period \( M \), and hence there is no interest payable.

From Fig.4, the annual interest earned is

\[
\frac{slD(s,M)}{2T} \left( \alpha T^2 + 2\alpha T(M - T) + (1 - \alpha)T^2 + 2(1 - \alpha)T \right) = \frac{slD(s,M)}{2}(2M - T - 2(1 - \alpha)N)
\]

The manufacturer’s annual total relevant cost by

\[
TRC_{1.3}(T) = \frac{A}{T} + \frac{B}{T} \left( P - D(s,M) \right) \left( \frac{1 + m}{4} - \frac{(1 + m - T_1)^2}{4} \right) + 2\log \left( \frac{1 + m}{1 + m - T_1} \right) + D(s,M) \left( \frac{(1 + m - T)^2}{4} + \frac{(1 + m - T_1)^2}{4} \right) - \frac{slD(s,M)}{2}(2M - T - 2(1 - \alpha)N) \quad \ldots \quad (7)
\]

**Case-2: \( M \leq N \)**

Now, on the bases of the values of \( M \) and \( T \), the following two sub-cases can occur: (i) \( M \leq T \) and (ii) \( M \geq T \). Now, we discuss them in length.

\[\text{Instant Payment}\]

\[\text{Delayed Payment}\]

\[\text{Instant Payment}\]

\[\text{Delayed Payment}\]

From Fig.5, the annual interest earned from the instant payment is

\[
\frac{slD(s,M)}{2T}(\alpha M^2)
\]

In this sub-case, for immediate payment the manufacturer must finance \( \alpha cD(s,M)(T - M) \) at time \( M \), and pay off the loan at time \( T \). The manufacturer must finance \( (1 - \alpha)cD(s,M)T \) for delayed payment at time \( M \), and pay off the loan at time \( T+N \). Therefore, the annual interest payable is

\[
\frac{clD(s,M)}{2T}(\alpha(T - M)^2 + (1 - \alpha)T(T + 2(N - M))
\]

\[\text{Revenue}\]

\[\text{Instant Payment}\]

\[\text{Delayed Payment}\]

\[\text{Instant Payment}\]

\[\text{Delayed Payment}\]

The annual total relevant cost of the manufacturer is

\[
TRC_{2.1}(T) = \frac{A}{T} + \frac{B}{T} \left( P - D(s,M) \right) \left( \frac{(1 + m)^2}{4} - \frac{(1 + m - T_1)^2}{4} \right) + 2\log \left( \frac{1 + m}{1 + m - T_1} \right) + D(s,M) \left( \frac{(1 + m - T)^2}{4} + \frac{(1 + m - T_1)^2}{4} \right) - \frac{clD(s,M)}{2T}(\alpha(T - M)^2 + (1 - \alpha)T(T + 2(N - M)) - \frac{slD(s,M)}{2T}(\alpha M^2) \quad \ldots \quad (9)
\]

**Sub-Case-2.2: \( M \geq T \)**

From Fig.6, the annual interest earned from the instant payment is

\[
\frac{slD(s,M)}{2T}(T + 2(M - T))
\]

In this case, there is no interest payable for immediate payment. However, the manufacturer must finance \( (1 - \alpha)cD(s,M)T \) for delayed payment at time \( M \), and pay off the loan at time \( T+N \). Therefore, the annual interest payable is
The manufacturer’s annual total relevant cost is .... (12)

The manufacturer’s annual total cost is .... (13)

It is clear that \( TRC_2(T) \) is continuous in \( T \), and has the following properties

\[ TRC_{2,1}(M) = TRC_{2,2}(M) \]

Now, we have to determine the optimal cycle \( T^* \) for both cases of \( N<M \) and \( N\geq M \).

4. DETERMINATION OF THE OPTIMAL CYCLE

In this section, the necessary and sufficient conditions for the determination of the optimal solution, say \( (T^*, TRC(T)) \), are presented here for the case \( N<M \) and \( N\geq M \).

Intermediate Value Theorem: Let \( g(x) \) be a continuous function on \([a,b]\) and \( g(a)g(b)<0 \), then there exists a number \( s \) such that \( g(s)=0 \).

\textbf{Property-1:} For a function \( g: S \rightarrow \mathbb{R} \) defined by \( g(x)=f(x)/h(x) \) where \( f: S \rightarrow \mathbb{R} \), and \( S \) is a non-empty convex set in \( E_n \). The following discuss convexity and concavity functions:

(a). \( f \) is convex on \( S \), and \( f(x)\geq 0 \) for each \( x \in S \), and

(b). \( h \) is concave on \( S \), and \( h(x)\geq 0 \) for each \( x \in S \), and

(c). Both \( f \) and \( h \) are differentiable.

The \( g(x) \) is convex if \( f(x) \) is convex and \( h(x) \) is concave.

4.1 Determination of Optimal Cycle Time for the Case of \( N<M \)

By applying the above mentioned results, we separately minimize each of \( TRC_{i,1}(T) \) for \( i=1,2,3 \) and obtain the following theoretical results.

\textbf{Theorem-1:}

1. \( TRC_{1,1}(T) \) is a strictly pseudo-convex function in \( T \), and hence there exists a unique minimum solution \( T^*_a \).
2. If \( M\leq T^*_a \) then \( TRC_{1,1}(T) \) subjected to \( M\leq T \) is minimized at \( T^*_a \).
3. If \( M>T^*_a \) then \( (T) \) subjected to \( M\leq T \) is minimized at \( M \).

\textbf{Proof:} Let

\( f(T)=A + h\left((P-D(S,M))\left((1+m)^2/4 - (1+m-\alpha)^2/4 \right) + \right. \)

\[ \left. 2\log\left(\frac{(1+m)^2}{(1+m-\alpha)^2}\right) + \right) \]

\[ D(S,M)\left(\frac{(1+m)^2}{4} + \frac{(1+m-\alpha)^2}{4} \left(2\log\left(\frac{(1+m)^2}{(1+m-\alpha)^2}\right) - 1 \right) \right) + \]

\[ \frac{cat_1D(sM)}{2}(1-a)(T+2(N-M)) \]

\[ (T+2(M-T)) - \frac{cat_1D(sM)}{2}(T+2(M-T)) \]

\( ... (12) \)

The manufacturer’s annual total cost is

\[ TRC_2(T) = \begin{cases} TRC_{2,1}(T) & \text{if } M \leq T \\ TRC_{2,2}(T) & \text{if } M \geq T \end{cases} \]

\( ... (13) \)

It is clear that \( TRC_2(T) \) is continuous in \( T \), and has the following properties

\[ TRC_{2,1}(M) = TRC_{2,2}(M) \]

Now, we have to determine the optimal cycle \( T^* \) for both cases of \( N<M \) and \( N\geq M \).
To find $T_a^*$, we set \( \frac{dTRC_1(T)}{dT} = 0 \)

\[
h(T) \left( P - D(s, M) \right) \left( \frac{k(1+m-kT)}{2} \left( 1 + 2\log \left( \frac{1+m}{1+m-kT} \right) \right) - \frac{k(1+m-kT)}{2} \right) + 

D(s, M) \left( \frac{(1+m-kT)^2}{2} \left( 1 + 2\log \left( \frac{1+m}{1+m-kT} \right) \right) - \frac{(1+m-kT)^2}{2} \right) + 

\frac{h(T)}{P} \left( 2 \log \left( \frac{1+m}{1+m-kT} \right) - 1 \right) + 

\frac{h(T)}{P} \left( \frac{2k}{(1+m-kT)} + \frac{2}{(1+m-kT)} \right) + 

\frac{h(T)}{P} \left( \frac{2}{(1+m-kT)} \right) + 

\frac{D(s, M)}{P} \left( e(1-a)T_c + e(1-a)T_a \right) > 0 

\]

Therefore, $TRC_1(T) = g(T)/h(T)$ is a strictly pseudo convex function in $T$, which completes the proof of part (1).

Part (2), (3) and (4) are the direct consequences of part (1).

To find $T_b^*$, we set \( \frac{dTRC_2(T)}{dT} = 0 \)

\[
h(T) \left( P - D(s, M) \right) \left( \frac{k(1+m-kT)}{2} \left( 1 + 2\log \left( \frac{1+m}{1+m-kT} \right) \right) - \frac{k(1+m-kT)}{2} \right) + 

D(s, M) \left( \frac{(1+m-kT)^2}{2} \left( 1 + 2\log \left( \frac{1+m}{1+m-kT} \right) \right) - \frac{(1+m-kT)^2}{2} \right) + 

\frac{h(T)}{P} \left( 2 \log \left( \frac{1+m}{1+m-kT} \right) - 1 \right) + 

\frac{h(T)}{P} \left( \frac{2k}{(1+m-kT)} + \frac{2}{(1+m-kT)} \right) + 

\frac{h(T)}{P} \left( \frac{2}{(1+m-kT)} \right) + 

\frac{D(s, M)}{P} \left( (1-a)T_c + (1-a)T_a \right) - A(n) = 0 

\]

**Theorem 2:**

1. $TRC_2(T)$ is a strictly pseudo-convex function in $T$, and hence there exists a unique minimum solution $T_b^*$.
2. If $M-N \leq T_b^* \leq M$ then $TRC_2(T)$ subjected to $T \leq M$ is minimized at $T_b^*$.
3. If $T_b^* \leq M-N$, then $TRC_2(T)$ subjected to $T \leq M$ is minimized at $M-N$.
4. If $T_b^* \geq M$ then $TRC_2(T)$ subjected to $T \leq M$ is minimized at $M$.

**Proof:** Let

\[
f(T) = A + h \left( P - D(s, M) \right) \left( \frac{(1+m)^2}{4} - \frac{(1+m-T)^2}{4} \right) \left( 1 + 2\log \left( \frac{1+m}{1+m-T} \right) \right) + 

D(s, M) \left( \frac{(1+m-T)^2}{4} + \frac{(1+m-T)^2}{4} \left( 2\log \left( \frac{1+m}{1+m-T} \right) - 1 \right) \right) + 

\frac{h(T)}{P} \left( 2 \log \left( \frac{1+m}{1+m-T} \right) - 1 \right) + 

\frac{h(T)}{P} \left( \frac{2k}{(1+m-T)} + \frac{2}{(1+m-T)} \right) + 

\frac{h(T)}{P} \left( \frac{2}{(1+m-T)} \right) + 

\frac{D(s, M)}{P} \left( e(1-a)(M-N)^2 + e(1-a)(T_c) \right) - A(n) = 0 

\]

**Theorem 3:**

1. $TRC_3(T)$ is a strictly pseudo-convex function in $T$, and hence there exists a unique minimum solution $T_c^*$.
2. If $T_c^* \leq M-N$ then $TRC_3(T)$ subjected to $T \leq M-N$ is minimized at $T_c^*$.
3. If $T_c^* \geq M-N$ then $TRC_3(T)$ subjected to $T \leq M-N$ is minimized at $M-N$.

**Proof:** Let

\[
f(T) = A + h \left( P - D(s, M) \right) \left( \frac{(1+m)^2}{4} - \frac{(1+m-T)^2}{4} \right) \left( 1 + 2\log \left( \frac{1+m}{1+m-T} \right) \right) + 

D(s, M) \left( \frac{(1+m-T)^2}{4} + \frac{(1+m-T)^2}{4} \left( 2\log \left( \frac{1+m}{1+m-T} \right) - 1 \right) \right) + 

\frac{h(T)}{P} \left( 2 \log \left( \frac{1+m}{1+m-T} \right) - 1 \right) + 

\frac{h(T)}{P} \left( \frac{2k}{(1+m-T)} + \frac{2}{(1+m-T)} \right) + 

\frac{h(T)}{P} \left( \frac{2}{(1+m-T)} \right) + 

\frac{D(s, M)}{P} \left( (1-a)(T + M - N)^2 + e(1-a)(T_c) \right) - A(n) = 0 

\]
Therefore, \( T_{C_1}(T) = g(T)/h(T) \) is a strictly pseudo-convex function in \( T \), which completes the proof of part (1).

Part (2), and (3) are the direct consequences of part (1).

To find \( T^* \), we set \( \frac{dT_{C_1}(T)}{dT} = 0 \)

\[
\frac{d}{dT} \left( P - D(s, M) \right) \left( \frac{k(1+m-kT)}{2} + 2 \log \left( \frac{1+m}{1+m-kT} \right) - \frac{k(1+m-kT)}{2} \right) = 0
\]

**Lemma 1:** Show that \( \Delta_1 < \Delta_2 \) where

\[
\Delta_1 = \frac{h(T)(P - D(s, M)) (k(1+m-kT) + 2 \log \left( \frac{1+m}{1+m-kT} \right))}{k(1+m-kT)}
\]

\[
\Delta_2 = \frac{h(T)(P - D(s, M)) (k(1+m-kT) + 2 \log \left( \frac{1+m}{1+m-kT} \right) - k(1+m-kT))}{k(1+m-kT)}
\]

**Theorem 4:**

1. If \( \Delta_2 < 0 \) then \( T_{C_1}(T) \) is minimized at \( T^* \).
2. If \( \Delta_2 = 0 \) then \( T_{C_1}(T) \) is minimized at \( M \).
3. If \( \Delta_1 < 0 \) then \( T_{C_1}(T) \) is minimized at \( T_0 \).
4. If \( \Delta_1 = 0 \) then \( T_{C_1}(T) \) is minimized at \( M - N \).
5. If \( \Delta_1 > 0 \) then \( T_{C_1}(T) \) is minimized at \( T_c \).

**Proof:** We have

\[
\frac{dT_{C_1}(T)}{dT} = \frac{1}{T^2} \left( h(T)(P - D(s, M)) \left( \frac{k(1+m-kT)}{2} + 2 \log \left( \frac{1+m}{1+m-kT} \right) \right) - \frac{k(1+m-kT)}{2} \right)
\]

\[
\frac{d}{dT} \left( P - D(s, M) \right) \left( \frac{k(1+m-kT)}{2} + 2 \log \left( \frac{1+m}{1+m-kT} \right) - \frac{k(1+m-kT)}{2} \right) = 0
\]
If  \( \Delta_2 < 0 \), then
\[
\lim_{T \to \infty} \frac{dTRC_{13}(T)}{dT} = c_i D(s, M) > 0
\]

And
\[
\left[ \frac{dTRC_{13}(T)}{dT} \right]_{T=M} = \frac{\Delta_2}{M^2} < 0
\]

By applying the Theorem-1 and the Mean Value Theorem, there exists a unique \( T^*_d \in (M, \infty) \) such that \( \frac{dTRC_{13}(T^*_d)}{dT} = 0 \). Hence, \( TRC_{13}(T) \) is minimizing at the unique point \( T^*_d \). By using the analogous argument, we have
\[
\frac{dTRC_{13}(M-N)}{dT} = \frac{\Delta_1}{(M-N)^2} < 0
\]

Which implies that \( TRC_{13}(M) \) is minimizing at \( M \). Likewise, we get
\[
\lim_{T \to \infty} \frac{dTRC_{13}(T)}{dT} < \frac{dTRC_{13}(M-N)}{dT} = \frac{\Delta_1}{(M-N)^2} < 0
\]

which implies that \( TRC_{13}(T) \) is minimizing at \( M-N \). Consequently, we obtain
\[
TRC_{11}(T^*_d) < TRC_{13}(M) = TRC_{13}(M) < TRC_{12}(M - N) = TRC_{13}(M - N)
\]

This shows the end of the first part of the theorem. Similarly, remaining of the part of the theorem we can obtain.

4.2 Determination of Optimal Cycle for the Case of \( N \geq M \)

By applying the above mentioned results, we separately minimize each of \( TRC_i(T) \) for \( i=1,2 \), and obtain the following theoretical results.

**Theorem-5:**
1. \( TRC_{2,1}(T) \) is a strictly pseudo-convex function in \( T \), and hence there exists a unique minimum solution \( T^*_d \).
2. If \( M \leq T^*_d \) then \( TRC_{2,1}(T) \) subjected to \( M \leq T \) is minimized at \( T^*_d \).
3. If \( M > T^*_d \) then \( TRC_{2,1}(T) \) subjected to \( M \leq T \) is minimized at \( M \).

To find \( T^*_d \), we set \( \frac{dTRC_{2,1}(T)}{dT} = 0 \)
\[
ht \left( P - D(s, M) \left( \frac{k(1+m-kT)}{2} \left( 1 + 2log \left( \frac{1+m}{1+m-kT} \right) \right) - \frac{k(1+m-kT)}{2} \right) \right) +
\]
\[
D(s, M) \left( \frac{(1+m-T)}{2} - \frac{k(1+m-kT)}{2} \left( 2log \left( \frac{1+m}{1+m-kT} \right) - 1 \right) + \right.
\]
\[
\left. \frac{(1+m-kT)^2}{4} \left( \frac{-k(1+m-kT)}{2} + \frac{2k}{(1+m-kT)} \right) \right) = h(T - P)
\]
\[
D(s, M) \left( \frac{k(1+m-kT)}{2} \left( 1 + 2log \left( \frac{1+m}{1+m-kT} \right) \right) - \frac{k(1+m-kT)}{2} \right) +
\]
\[
\frac{(1+m-kT)^2}{4} \left( \frac{-k(1+m-kT)}{2} + \frac{2k}{(1+m-kT)} \right) - A = 0
\]

It is obvious from the above theorem that above expression has a unique solution \( T^*_d \). If \( T^*_d \geq M \) then \( TRC_{2,1}(T) \) is minimized at \( T^*_d \). Otherwise, \( TRC_{2,1}(T) \) is minimized at \( M \).

**Theorem-6:**
1. \( TRC_{2,2}(T) \) is a strictly pseudo-convex function in \( T \), and hence there exists a unique minimum solution \( T^*_e \).
2. If \( M \geq T^*_e \) then \( TRC_{2,2}(T) \) subjected to \( M \geq T \) is minimized at \( T^*_e \).
3. If \( M < T^*_e \) then \( TRC_{2,2}(T) \) subjected to \( M \leq T \) is minimized at \( M \).

To find \( T^*_e \), we set \( \frac{dTRC_{2,2}(T)}{dT} = 0 \)
\[
hT \left( P - D(s, M) \left( \frac{k(1+m-kT)}{2} \left( 1 + 2log \left( \frac{1+m}{1+m-kT} \right) \right) - \frac{k(1+m-kT)}{2} \right) \right) +
\]
\[
D(s, M) \left( \frac{(1+m-T)}{2} - \frac{k(1+m-kT)}{2} \left( 2log \left( \frac{1+m}{1+m-kT} \right) - 1 \right) + \right.
\]
\[
\left. \frac{(1+m-kT)^2}{4} \left( \frac{-k(1+m-kT)}{2} + \frac{2k}{(1+m-kT)} \right) \right) = h(T - P)
\]
\[
\frac{(1+m-kT)^2}{4} \left( \frac{-k(1+m-kT)}{2} + \frac{2k}{(1+m-kT)} \right) + \frac{c_i D(s, M)T^2}{2} - A = 0
\]

It is obvious from the above theorem that above expression has a unique solution \( T^*_e \). If \( T^*_e \leq M \) then \( TRC_{2,2}(T) \) is minimized at \( T^*_e \). Otherwise, \( TRC_{2,2}(T) \) is minimized at \( M \).

**Theorem-7:**
1. If \( \Delta_2 < 0 \) then \( TRC_2(T) \) is minimized at \( T^*_d \).
2. If \( \Delta_3 = 0 \) then \( TRC_2(T) \) is minimized at \( M \).
3. If \( \Delta_2 > 0 \) then \( TRC_2(T) \) is minimized at \( T^*_e \).

Where
\[
\Delta_2 = hT \left( P - D(s, M) \left( \frac{k(1+m-kT)}{2} \left( 1 + 2log \left( \frac{1+m}{1+m-kT} \right) \right) - \frac{k(1+m-kT)}{2} \right) \right) +
\]
\[
D(s, M) \left( \frac{(1+m-T)}{2} - \frac{k(1+m-kT)}{2} \left( 2log \left( \frac{1+m}{1+m-kT} \right) - 1 \right) + \right.
\]
\[
\left. \frac{(1+m-kT)^2}{4} \left( \frac{-k(1+m-kT)}{2} + \frac{2k}{(1+m-kT)} \right) \right) = h(T - P)
\]
\[
\frac{(1+m-kT)^2}{4} \left( \frac{-k(1+m-kT)}{2} + \frac{2k}{(1+m-kT)} \right) + \frac{c_i D(s, M)T^2}{2} - A = 0
\]

It is obvious from the above theorem that above expression has a unique solution \( T^*_e \). If \( T^*_e \leq M \) then \( TRC_2(T) \) is minimized at \( T^*_e \). Otherwise, \( TRC_2(T) \) is minimized at \( M \).
\[ D(S, M) \left( \frac{(1 + m - T)}{2} \right) - k \left( \frac{(1 + m - kT)}{2} \right) \left( 2 \log \left( \frac{1 + m - kT}{1 + m - T} \right) \right) - 1 \] 
\[ + \frac{(1 + m - kT)^2}{4} \left( - \frac{2k}{(1 + m - kT)} \right) + \frac{2}{(1 + m - T)} \right] + \frac{c I_e (1 - \alpha) D(S, M) M^2}{2} - A \]

5. SOME SPECIAL CASES

5.1 Goyal’s Model: If the production rate is infinite and the potential worth of the product does not change in infinite time i.e., \( m \to 0 \). And also \( s = c, I_e > I_o, N \to 0 \) (it means that the supplier would offer the manufacturer a delay period but the manufacturer would not offer the delay period to wholesaler) that is one level credit, \( \alpha \to 0 \), demand does not depends on selling price and trade credit then this inventory model is identical to that of Goyal 1985).

5.2 Teng’s Model: If the production rate is infinite and the potential worth of the product does not change in infinite time i.e., \( m \to 0 \). And also \( N \to 0 \) (it means that the supplier would offer the manufacturer a delay period but the manufacturer would not offer the delay period to wholesaler) that is one level credit, \( \alpha \to 0 \), demand does not depends on selling price and trade credit then this inventory model is identical to that of Teng 2002).

5.3 Huang’s Model: If the production rate is infinite and the potential worth of the product does not change in infinite time i.e., \( m \to 0 \). So \( s = c, I_e > I_o, \alpha \to 0 \), demand does not depends on selling price and trade credit then this inventory model is identical to that of Huang 2003).

5.4 Teng and Goyal’s Model: If the production rate is infinite and the potential worth of the product does not change in infinite time i.e., \( m \to 0 \). \( \alpha \to 0 \), demand does not depends on selling price and trade credit then this inventory model is identical to that of Teng and Goyal 2007).

5.5 Teng’s Model: If the production rate is infinite and the potential worth of the product does not change in infinite time i.e., \( m \to 0 \). demand does not depends on selling price and trade credit then this inventory model is identical to that of Teng 1985).

5.6 Chen and Teng’s Model: If the production rate is infinite and \( N \to 0 \) (it means that the supplier would offer the manufacturer a delay period but the manufacturer would not offer the delay period to wholesaler) that is one level credit, \( \alpha \to 0 \), demand does not depends on selling price and trade credit then this inventory model is identical to that of Chen and Teng 2014).

5.7 Wu and Chan’s Model: If the production rate is infinite and demand does not depends on selling price and trade credit then this inventory model is identical to that of Wu and Chan 2014).

6. NUMERICAL ANALYSIS

Example-1. If \( a=1000, b=0.08, d=2000, \beta=0.09, c=50 \) per unit, \( h=15 \) per unit, \( I_e=0.15, L_i=0.10, N=0.05, \alpha=0.5, k=0.65, m=1 \)

<table>
<thead>
<tr>
<th>Values of Parameter/Cases</th>
<th>1.1</th>
<th>1.2</th>
<th>1.3</th>
</tr>
</thead>
<tbody>
<tr>
<td>TRC($)</td>
<td>2123.95</td>
<td>1782.98</td>
<td>724.89</td>
</tr>
</tbody>
</table>

By using Theorem-4, the optimal solution on three different sets of parameters as shown in Table-1 can easily obtained.

Example-2. If \( a=1000, b=0.08, d=2000, \beta=0.09, I_e=0.15, L_i=0.10, h=15 \) per unit, \( c=50 \) per unit, \( N=0.05, \alpha=0.5, k=0.65, m=1 \)

<table>
<thead>
<tr>
<th>Values of Parameter/Cases</th>
<th>2.1</th>
<th>2.2</th>
</tr>
</thead>
<tbody>
<tr>
<td>TRC($)</td>
<td>3233.15</td>
<td>2671.18</td>
</tr>
</tbody>
</table>

By using Theorem-5, the optimal solution on two different sets of parameters as shown in Table-2 can be easily obtained.

6.1 Discussion:

Concept of two-level trade credit and lifetime of the manufactured product has received a very little attention by the researchers while taking the decision regarding the manufacturing system. In this paper, manufacturing inventory model has been developed by assuming that the deteriorating items have maximum lifetime and the manufacturer holds the powerful position in the industry. So manufacturer can obtain the full trade credit offered by the supplier and manufacturer just offers partial trade credit to his/her wholesaler. It is assumed that demand can be stimulated by credit period and also affected by the selling price.
7. CONCLUSION

Our proposed production inventory model forms a general framework that includes many previous model as special cases such as Teng (1985), Goyal (1985), Teng (2002), Huang (2003), Teng and Goyal (2007), Chen and Teng (2014), Wu and Chan (2014). Furthermore, we have proposed theorems to find the optimal cycle time. Numerical examples are presented to illustrate the proposed theorems for finding the optimal cycle length. This model can be applied in many practical situations. Manufacturer can use trade credit as competitive weapon to attract the wholesaler. By doing so, manufacturer can reduce the burden of holding cost. By flexible selling price system can also produce the effect on demand and hence the total inventory cost. Thus results of the paper not only provide a valuable reference for decision-makers in planning and controlling the manufacturing system but also provide a useful model for many organizations that use the decision rule to improve their total operational cost.

7.1 Future Work

There are several promising areas in which direction this model can be extended. One of the fertile areas is to consider imprecise parameters in place of precise one. One can extend this model by considering three different players such as manufacturer, retailer and supplier to integrated systems.
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