Enhancement in K-mean Clustering to Analyze Software Architecture using Normalization
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ABSTRACT
Software engineering deals with the all kind of software production, design to coding, software accuracy and deals with the complexity of any software system. The software failing complication can be raised in the complex software’s, when we are not able to properly analyze the properties of the software. In the past times the algorithm of genetic had been proposed to cluster the functions of similar properties. In the genetic algorithms, all the clustering values are depends on the chromosomes. It is very difficult to estimate the correct value of chromosomes, which decreases the efficiency of the software architecture analysis. For increasing the software architecture analysis, the K-MEAN clustering will be used which is more efficient then the genetic clustering. This will improve the software architecture analysis and improve the accuracy and reduce algorithm escape time.
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1. INTRODUCTION
Software engineering is the branch of study and application of engineering to the software which initially design development of the same software by using various technique or updations, maintenance of the software [1]. Software engineering deals with the all kind of software production, design to coding, software accuracy and deals with the complexity of any software system. Software industry is moving very fast in the current scenario [4]. Even big industries spend large some of amount on their software engineer for the software development [1]. Basically software Engineering is a study and integral part of engineering which include design, development and maintenance of the system. Software Engineers are applied principles to the software engineering to develop, design, test and maintain any software.

1.1. Clustering in Software Engineering
The basic idea behind clustering is to create the groups together for similar object or for similar purposes. In other word clustering may define as a portioning of data contain into subset or in the small size cluster. Clustering wide use of algorithm [7]. Clustering is procedure in which similar data elements are combined together and dissimilar are removed, in clustering different documents are grouped in a single groups. In this same documents or say similar documents are grouped in a same cluster. Many advantages are there but alternative advantage of clustering is that document will not 

Fig.1.1: Clustering in Software Engineering

1.1.2 Types of Clustering: There are different types of clustering which are described as follows:
1.1.2.1 Well shaped Cluster: A cluster is a package of nodes in which any node in a cluster is closer or more similar to every other node in the same cluster than to any node not in the cluster. Sometimes threshold can be used to specify similarity or closeness between the nodes in cluster [9].

Fig.1.2 well shaped cluster

1.1.2.2 Centre Based Cluster: A cluster is a set of objects. An object in cluster is more close to the central of a cluster which is similar not to the center of any other cluster. A centroid which is average of all points in cluster or a medoids which is most representative point in cluster and often the center of a cluster [9].

Fig.1.3: Centre based Cluster
1.2. Partitioning Methods

The general criterion for partitioning is a combination of high similarity of the samples inside of clusters with high dissimilarity between distinct clusters. Most partitioning methods are distance-based. Given k, the number of partitions to construct, a partitioning method creates an initial partitioning and then uses an iterative relocation technique that attempts to improve the partitioning by moving objects from one group to another [10]. In a good partitioning the objects in the same cluster are close or related to each other whereas objects in different clusters are far apart or different.

Most applications adopt popular heuristic methods such as greedy approaches like the k-means and k-medoids algorithms which progressively improve the clustering quality and approach a local optimum.

![Fig.1.4 Partitioning Clustering](image)

These clustering methods work well to find spherical shaped clusters in small to medium size databases [8]. In this construct a partition of a data set containing n objects into a set of k clusters, so to minimize a criterion [2]. The goal is, given a k, find a partition of k clusters that optimizes the chosen partitioning criterion. Here k is a input parameters. E.g. K-means and K-centroid [10].

2. REVIEW OF LITERATURE

In this paper [1] they explained about the reverse engineering concept is quite famous these days and related to recovery of software architecture. There are number of technique which as used in this paper to recover software architecture, one of them is clustering technique, which source the same component from software. Generally the component feature is vague. A group of same data element is known as clustering. This technique is as older and it’s used also in science and engineering. In simple words, identifying the number of data element, calculating similar coefficient and following the clustering method is called as clustering technique. The main function of the clustering technique is speedy and efficient recovery of software architecture by using fuzzy clustering technique. In this paper the major impact of this study shown that architecture recovery can be done batter by fuzzy clustering instead of ordinary clustering. In this paper [2] they explained the adaptive fuzzy algorithm which is come along with the capability and adaptation. This adaptive caliber can be fulfill by using the tool of partition and consolidate it. The number of classes is the data set which requires the prior knowledge in fuzzy clustering algorithm. This new technique of algorithm can able to learn the number of classes continuously. Fuzzy mathematic provides the great accuracy results in clustering. The various techniques like k-mean, ISODATA, fuzzy C-mean and possibilistic C-mean algorithm is very effective where we require image segmentation. K-mean clustering identifies the number of cluster continuously. The C-mean clustering and fuzzy C-mean clustering and new fuzzy clustering algorithm have an advantage when it combined with ISODATA. In this paper [3] they generate the idea about a technique which is based on image understanding and its analysis is called as remote sensing image segmentation. This paper is introduce the image analysis which required various technique i.e. Adaptive Genetic Algorithm (AGA) and alternative fuzzy C-Mean. The AGA identified the segmentation. The remote sensing images are always difficult because of they are equal grey pixel may be divide into different region of clustering. It is the batter technique then the old technique which takes huge number of second. Whereas it take only needs few second. The segmentation process is the widely used technique in remote sensing images, which collect information, process of information and analysis. In this paper [4] they explained about Re-engineering software system is the recovery of software architecture and in software architecture recovery involves clustering. In this paper they guide us to introduce an approach that collectively clustering with matching technique to discover a decomposition which is well understood. Pattern matching is a technique under which architectural clues can be identified. All these clues are helpful to access an interclass similarity measure in clustering algorithm to produce the decomposition which is also known as final system decomposition. Adding a new updating in current existing software is always a challenging task but it also helpful to reduce the complexity in work. It is also necessary to keep update every error, patch or hack, for better performance of any software system or a software architecture. Architectural clue collect the source model is designed with proper information. In this paper [5] work represents ranking based method that improved K-means clustering algorithm performance and accuracy. In this they have also done analysis of K-means clustering algorithm, one is the existing K-means clustering approach which is incorporated with some threshold value and second one is ranking method which is weighted page ranking applied on K-means algorithm, in weighted page rank algorithm mainly in links and out links are used and also compared the performance in terms of execution time of clustering. Proposed ranking based K-means algorithm produces better results than that of the existing k-means algorithm.

3. K-MEAN CLUSTERING

The k-means clustering algorithm is the basic algorithm which is based on partitioning method which is used for many clustering tasks especially with low dimension datasets. It uses k as a parameter, divide n objects into k clusters so that the objects in the same cluster are similar to each other but dissimilar to other objects in other clusters. The algorithm attempts to find the cluster centres, (C1 ...... Ck), such that the sum of the squared distances of each data point, xi, 1 ≤ i ≤ n, to its nearest cluster centre Cj, 1 ≤ j ≤ k, is minimized. First, the algorithm randomly selects the k objects, each of which initially represents a cluster mean or centre. Then, each object xi in the data set is assigned to the nearest cluster centre i.e. to the most similar centre. The algorithm then computes the new mean for each cluster and reassigns each object to the nearest new centre [24]. This process iterates until no changes occur to the assignment of objects. The convergence results in minimizing the sum-of-squares error that is defined as the summation of the squared distances from each object to its cluster centre [3, 9]. The following procedure summarizes the k-means algorithms [12]:

Algorithm: k-means: The k-means algorithm for partitioning, where each cluster’s centre is represented by the mean value of the objects in the cluster.
Input:
k: the number of clusters,
D: a data set containing n objects.

Output:
A set of k clusters.

Method:
(1) Randomly choose k objects from D as the initial cluster centres;
(2) Repeat
(3) (Re) assign each object to the cluster to which the object is the most similar, based on the mean value of the objects in the cluster;
(4) Update the cluster means, i.e., calculate the mean value of the objects for each cluster;
(5) Until no change;

4. PROPOSED METHODOLOGY
The software architecture contains number of functions and modules. Among all the functions in the software some functions are necessary and some are not according to their importance and functionality. To properly classify the categories of the modules given approach had been suggested in the earlier times among all the suggested approach clustering is the most efficient technique for clustering the similar type of functions. In the previous work, genetic algorithms had been applied for clustering the similar type of data. The algorithms of genetic are depend on the chromosome values, which is the inefficient technique of clustering. When the genetic algorithm is applied to cluster similar type of functions, the accuracy of function cluster will be reduced. As some functions are clustered in into important functions and other functions are clustered into non important function. To increase accuracy of the function clustering new technique will be proposed to efficiently cluster the functions according to their importance. To cluster same type of functions as they are valuable or not, the clustering K-mean algorithm will be applied. The K-mean algorithm will efficiently cluster the functions according to their importance because in k-mean clustering we know number of functions in the software and according to that we can define number of clusters for k-mean clustering.

5. EXPERIMENTAL RESULTS
K-Means clustering is the basic algorithm which is used to cluster items and work efficiently. In this work, MATLAB has used for implementation.

As shown in figure 1.5, the dataset will considered and first of all the number of clusters will be defined after that central points are selected. The formula of Euclidian distance will be applied to cluster similar points.

Fig.1.6 Enhanced K-mean clustering algorithm
As shown in figure 1.6, the enhancement will be applied in k-mean clustering algorithm. In the enhanced K-mean clustering algorithm, dataset will be loaded. In the second step random central points is selected on the basis of probability function. Then normalization will be applied to select most relevant central point. After the selection of central point Euclidian distance will be applied to cluster similar points.

Fig.1.7 Performance analysis
As shown in figure 1.7, interface is designed for the performance analysis of existing k-mean algorithm and enhanced k-mean algorithm. The performance analysis will be done in terms of accuracy and time of K-mean algorithm. In this figure accuracy on Dataset2 is 22.243 % and time is 9.59 sec.
As shown in figure 1.8, interface is designed for the performance analysis of existing k-mean algorithm and enhanced k-mean algorithm. The performance analysis will be done in terms of accuracy and time of enhanced K-mean algorithm. In this figure accuracy on Dataset3 is 28.911 % and time is 8.633 sec.

Fig 1.9: Performance of enhanced algorithm

As illustrated in figure 1.9, the enhanced k-mean algorithm is implemented and performance show in form of bar graph. The accuracy on dataset3 is 28.911 % and time is 8.633 sec.

Fig.1.10 Performance of k-mean algorithm

As illustrated in figure 10, the enhanced k-mean algorithm is implemented and performance show in form of bar graph. The accuracy on dataset3 is 25.911 % and time is 13.633 sec.

6. CONCLUSION

It is imperative to make technology decisions at the good time with good techniques and for the good logics. For Batter business suggests good people with proper supporting tools so they can develop very effective products. When it comes to establish the software, that time handle difficult language problem head-on is one constraint for today’s creative manager. When combined with alternative software engineering applications, an effective language decision can support the cost-effective software systems development that, in turn, it arrange beneficial and effective, good support of business. In this paper presented the state of development and the evaluation methodologies of software clustering. The clustering is procedure in which similar data elements are combined together and dissimilar are removed, and the different documents are grouped in single groups. In previous work genetic algorithm had been used which is less efficient than K-mean. In this paper to increase accuracy of the function clustering new technique will be proposed to efficiently cluster the functions according to their importance. To cluster same type of functions as they are valuable or not, the clustering K-mean algorithm will be applied. The K-mean algorithm will efficiently cluster the functions according to their importance.
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