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ABSTRACT 

This paper presents a novel feature selection based on 

association rule mining using reduced dataset.  The key idea 

of the proposed work is to find closely related features using 

association rule mining method. Apriori algorithm is used to 

find closely related attributes using support and confidence 

measures. From closely related attributes a number of 

association rules are mined. Among these rules, only few 

related with the desirable class label are needed for 

classification. We have implemented a novel technique to 

reduce the number of rules generated using reduced data set 

thereby improving the performance of Association Rule 

Mining (ARM) algorithm. Experimental results of proposed 

algorithm on datasets from standard university of California, 

Irvine (UCI) demonstrate that our algorithm is able to classify 

accurately with minimal attribute set when compared with 

other feature selection algorithms. 
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1. INTRODUCTION 
Many times, data sets for analysis contain hundreds of 

attributes, which may be irrelevant to the mining task or 

redundant. Attribute subset selection or Feature selection is a 

technique to extract closely related features and remove 

irrelevant or useless features according to an objective 

function. The aim of Feature selection is to minimize the 

number of features such that the probability distribution of the 

resulting data classes is near to the original distribution of all 

the features [1]. An exhaustive search for the optimal subset 

of attributes can be prohibitively expensive, especially as total 

number of records (n) and the number of data classes increase. 

Association rule mining, one of the most important and well 

researched techniques of data mining, was initially introduced 

in [2]. This technique is utilized in our work with reduced data 

set related to the desired class label and with reduced features. 

There are many reasons for subset selection of the features 

instead of all the features [3]. To measure a diminished set of 

features is cheaper, faster with increased accuracy by 

exclusion of irrelevant features. Differentiating relevant and 

irrelevant features, gives a proper insight about the nature of 

prediction problem and understanding of final classification 

model. 

For feature selection various heuristic methods used are 

stepwise forward selection, stepwise backward elimination, 

combined forward selection and backward elimination, 

random generation and decision tree induction. Stepwise 

forward selection is a feature selection method which starts 

with an empty set of attributes, best of the original attributes is 

found and added entirely after a single consideration of its 

usefulness. The pitfalls of this method include a high 

susceptibility to getting trapped by local optima, and a one 

track process that easily discards a feature entirely after a 

single consideration of its usefulness. Variations of this 

method is found in [4][5][6]. Stepwise backward     

elimination procedure starts with full set of attributes and at 

each step, a worst attribute is removed. INTERACT is a 

backward elimination algorithm [7]. Recent references about 

implicit enumerative techniques of selection features adapted 

to regression models are found in [8 - 10]. Also the problems 

of feature selection is dealt in.[2][11-17]. Principal component 

analysis (PCA) is one of the famous method used [11]. But it 

is disadvantageous, as all the data need to be processed when 

new data is added. Decision trees are used [16-18] which 

uncovers relevant attributes one by one iteratively. Mutual 

Information is used as a feature selector in [19]. Stepwise 

regression [20] uses a statistical F-Test technique and best 

first search uses greedy hill climbing [21] for Feature 

selection. Taguchi method is used to find the Neural Network 

structure for feature section [22]. Measures like Information 

measures, distance measures, dependence measures, accuracy 

measures, consistency measures are used for evaluating the 

goodness of features [23-27]. Wrapper methods with Genetic 

algorithms are used for feature selection [28][29]. The 

drawback of Genetic algorithms is over fitting. Although 

classification algorithms like decision tree, neural networks, 

bayes classifier classify the given data set, it is found [30] that 

Feature selection or attribute selection play a major role in 

improving the efficiency of the classifier.  

Our work minimizes an exhaustive search as the data set itself 

is reduced, as per the class labels desired during classification. 

The organization of paper is as follows – Chapter 2 discusses 

about Association rule mining process, Chapter 3 is about data 

set reduction. Chapter 4 gives an overview about Feature 

selection, Chapter 5 gives details of implementation and in 

chapter 6 result analyses is discussed. 

2. ASSOCIATION RULE MINING 
Let I = {i1, i2, i3,..., id} be the set of all items in a market 

basket data and T = {t1,t2,t3,...,tn} be the set of all 

transactions. Each transaction ti contains a subset of items 

chosen from Item set I. A collection of zero or more items is 

termed an item set. Support count is an important property of 

an item set. Support count refers to the number of transactions 

that contain a particular item set. Mathematically, the support 

count, σ(X), for an item set X can be given as follows: 

           σ(X)= |{ti|X ⊆ ti, ti ∈ T}| 
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An association rule is an implication expression of the form A 

→ B , where A and B are disjoint item sets, i.e., A ∩ B = ∅. 

There are two important basic measures for association rules, 

minimum support and confidence. Generally minimum 

support and confidence are predefined by user/analyst so that 

the rules which are not so interesting or not useful can be 

deleted. Support is the total count of number of transactions 

where all items in A and B are together. Confidence 

determines how frequently items in B appear in transactions 

that contain A. The formal definitions of these metrics are 

given below,  

Support(A → B)= σ(A and B ) 

Confidence(A → B)= σ(A and B )/ σ(A) 

Apriori algorithm is used to find the frequent item sets [31]. 

3. DATA SET REDUCTION FOR 

FEATURE SELECTION 
Feature selection is an important preprocessing technique to 

improve performance of association rule mining process. It 

improves the accuracy of the classifier. For any given dataset, 

the features can be analyzed, to find their association with the 

class label using Apriori algorithm. Rules are generated for 

item sets with expected minimum support and confidence. If 

the customer is interested on a particular class label, then the 

tuples with this particular class label is taken for analyzing the 

association level existing between attributes and desirable 

class label. This method of selecting tuples based on desirable 

class label increases the efficiency of Apriori algorithm by 

reducing the number of iterations and time involved in finding 

association rules .The subset features found after reducing the 

tuples is fed to the classifier to check the performance of 

classifier.  

For the heart disease data set, the class label will be ‘Have 

risk’ and ‘No risk’ cadres.  As user will be more interested in 

the class label ‘Have risk‘ only , the ‘No risk’ cadre tuples can 

be removed from the data set to find the association rules for 

consequences ’Have Risk’. This reduces the data set size at 

least 40%, thereby improving the performance of Apriori 

algorithm. We have obtained the similar accuracy, sensitivity 

and specificity values with a reduced data set as that of 

original data set. Accuracy is tested by using C 4.5 decision 

tree classifier in Weka [32]. 

4. FEATURE SELECTION 

In this paper, a novel feature selection method is proposed 

based on Association analysis. It extracts the features by 

analyzing the correlation between features found by 

association rule mining. Based on the consequence, the data 

set is first reduced. This reduced data set with the desired 

consequence is used for association rule mining. This reduces 

the memory utilization, and  time taken for each iteration of 

the association rule mining process. After selecting the 

features, complete set of data is given to classifier to test the 

accuracy using 10 fold cross validation. We found that, the 

results obtained are similar to that of the original data set. 

4.1 Implementation details 

Our Feature selection algorithm has four steps- dataset 

reduction, frequent item set generation using Apriori, 

association rule generation and feature selection. Algorithm 

Database_Reduction is used to reduce original dataset. Steps 

4-12 are repeated for each tuple in original dataset, if tuple is 

not contributing to class label then it is deleted from dataset 

and the size of dataset is updated. 

Apriori algorithm is used for mining frequent item sets for 

Boolean association rules. It uses prior knowledge of frequent 

item sets and explores k+1 item sets from k item sets.  to 

generate all k- frequent item sets . It follows antimonotonic 

property ie if a set does not pass test, all of its supersets also 

will fail in the test. If P(I) < min_sup, then P( I∪A) < 

min_sup. A two step process is followed namely Join Step 

and Prune step. From these steps, frequent item sets are found 

and association rules are generated.   

Let Ck denote the set of candidate k-item sets and Fk 

denote the set of frequent k-itemsets. The frequent itemsets 

generation algorithm has two important characteristics:  

(1) It is a level-wise algorithm; i.e., mapped to the lattice 

structure, it traverses the item set lattice one level at a time, 

from frequent 1-itemsets to the maximum size of frequent 

item sets; 

(2) It uses a generate-and-test strategy for finding frequent 

item sets. At each iteration, new candidate item sets are 

generated from the frequent   item sets found in the previous 

iteration. The support for each candidate is then counted and 

tested against the minimum support threshold [16]. The 

second step is to construct association rules that satisfy the 

user-defined minimum confidence by using frequent itemsets. 

Suppose one of the frequent itemsets is Fk,  

Fk = {i1, i2,i3,…,ik}, 

association rules with this itemsets can be generated in the 

following way: the first rule is 

 {i1, i2,…,ik-1} 

by checking the confidence this rule can be determined as 

interesting or not.  

Algorithm Feature selection based on association 

rule mining returns all closely related features.  Dataset D is 

discretized in step 2. Output of step 2 is given to step 3 that 

will reduced the size of  descretized dataset to improve the 

efficiency of association rule mining thereby improving 

efficiency of this feature selection algorithm. All possible 

rules of interested consequences are generated in step 4. Some 

rules among all generated rules may not be useful and are 

deleted based on lift value (lift <=1). If lift value is equal to 

one, it means the antecedent and consequent of the rule r are 

not related. If lift values is less than one, it means the 

antecedent and consequent of the rule r are related negatively 

and if it is greater than one then positively related. Feature 

selection based on association rule mining In step 12-13 

antecedent attributes of selected rules are included in result set 

and are returned as a final selected feature set in step 16. 

Algorithm 1: Database_Reduction 

D : Training set 

N: Number of tuples in D 
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C : Class Attribute 

Method: 

1. Set D’=D 

2. Set N’=N 

3. Set i=1; 

4. Repeat  

5. For each Ti Є D do 

6.      Set   flag=false 

7.      For each c Є C do 

8.           flag=flag  v  Ti[c] 

9.      If( flag = false) 

10.           Set D’=D’- Ti  

11.           Set N’=N’-1;  

12. Until  i < > N 

 

Algorithm 2: Apriori algorithm for frequent itemsets    

                       generation  

minsup: Minimum support threshold 

N :Number of tuples in original data set D 

Method:  

1.  k=1 

2. Fk={i|i∈I∧ Support({i})≥N×minsup} 

3. Repeat  

4. k=k+1 

5. Ck=candidates generated from Fk-1 

6. For each instance t ∈ T do 

7. Ct=subset(Ck, t) 

8. For each candidate itemset c ∈ Ct do 

9. Support(c)= Support(c)+1    

10.  End for 

11.  End for 

12.  Fk={c|c∈Ck∧Support(c)≥N×minsup} 

13.  Until Fk=Null 

14.  Result=∪Fk 

Algorithm 3: Rules generation from frequent itemset 

generated by Apriori algorithm  

minconf: Minimum confidence threshold 

Method:  

1.  For each frequent k-itemset fk, k≥2 do  

2.  H1={i|i∈fk} 

3. call apr-genrules(fk, H1)  

4. End for 

 Function  apr-genrules(fk, Hm) 

1.  k=|fk| 

2. m=|Hm| 

3. If k > m+1 then  

4. Hm+1=m+1 

5. For each hm+1 ∈ Hm+1 do 

6.      Conf=Support(fk)/ Support(fk-hm+1) 

7.      If Conf ≥ minconf then 

8.              Return  the rule (fk-hm+1)→hm+1   

9.     Else 

10.             delete hm+1 from Hm+1 

11.     End if 

12. End for 

13. apr-genrules(fk, Hm+1) 

14.  End if 

Algorithm 4: Feature selection based on association   

                       rule mining 

D’: Reduced Training set 

N’: Number of tuples in D’ 

N: Number of tuples in D 

C: Class Attribute 

Method: 

1. Result=Null 

2. Discretize(D) 

3. Database_Reduction(D,N) 

4. Rules=apriori(D’,N’,N,minsup,minconf) 

5. For rach rule r Є Rules do 

6.       If lift(r) < 1 

7.             Delete r from Rules 

8.       End if 

9. End for 

10. If Rules = Null then  break 

11. Else 

12.    r = getRule(Rules) 

13.    F= Select_Antecedent_Attributes(r) 

14. End if 

15. Return Result 

 

5. EXPERIMENTAL RESULTS 

5 .1 Efficiency 

Performance of proposed algorithm is mainly 

depending on the run time of Apriori algorithm.  

The computational complexity of the Apriori algorithm can be 

affected by support threshold, number of items, number of 

transactions and average transaction width [34]. The 

computational complexity of the Apriori algorithm on a 

dataset having N tuples has following parameters: 

5.1.1 Time required for generation of frequent 1-itemsets - 

O(NI) where I is the average no. of Item set and  N is the total 

number of transactions. 

5.1.2 Time required for candidate generation C- It includes 

merging cost and pruning cost. 

 

 

Figure 1.  Execution time of Apriori Algorithm with 

different minimum support threshold. 
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Figure 2. Result of Classifier C 4.5[28] on Heart dataset 

[29] with all attributes 

 
 

Figure 3. Result of Classifier C 4.5[28] on Heart dataset 

[29] with selected attributes using feature selection 

algorithm 

5.1.3 Time required for support counting- The 

cost for support counting is        
        

where w is the maximum transaction width and 

αk is the cost for updating the support count of 

a candidate k-itemset. 

The computational complexity for the Apriori algorithm on 

reduced dataset having N’ tuples is very much less than the 

same on original dataset having N tuple (Note N’ is atleast 

40% less than N) and is shown in figure 1. 

5.2 Effectiveness 

Effectiveness of the proposed algorithm is checked. 

6. CONCLUSION 

In this paper, we have proposed a novel method of feature 

selection using association rule mining on reduced data set 

based on desired class label attribute. By reducing dataset the 

performance of Apriori algorithm is improved significantly, 

thereby improving association rule mining process. Our result 

shows that this method is effective and efficient for most of 

the real datasets from UCI repository with acceptable 

classifier accuracy. 
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Table 1. Features selected and Accuracy of different methods on various UCI datasets [33] 

 

Method 

Datasets 

Association Mining Genetic Search Chi-square Information  Gain 

No. of 

Attribut

es 

selected 

Accurac

y 

No. of 

Attributes 

selected 

Accurac

y 

No. of 

Attribut

es 

selected 

Accuracy 

No. of 

Attribut

es 

selected 

Accuracy 

Name 

No. 

of 

Attrib

utes 

Accura

cy 
        

 

Vote 
16 96.32 4 95.843 7 96.32 16 96.32 16 96.32 

Zoo 17 92.07 12 90.67 13 92.07 17 92.07 17 92.07 

Breast 

Cancer 
9 94.84 8 92.8 9 94.84 9 94.84 9 94.84 
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