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ABSTRACT 

In this paper a fast and effective noise-resistant method for 

image retrieval has been proposed. In this method, first, the 

image is decomposed into different frequency layers using 

complex wavelet transform so as to make it possible to extract 

the texture features of the image. Thereafter, in the HSV color 

space, each layer is quantized into 166 different colors and the 

color histogram is calculated for each layer. Furthermore, a 

number of statistical features are extracted from each sub-

image using complex wavelet transform, which are used along 

with other features for image retrieval. In order to verify the 

effectiveness of the proposed method, it has been evaluated 

using a dataset containing 3000 images and compared to a 

competent method in this field. The results prove the 

superiority of the proposed method.   
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1. INTRODUCTION 
The global spread and success of the internet along with 

advances in data storage and image acquisition technologies 

in recent years have supported the rise of the amount of image 

data which is accessible to all, which has derived many 

researchers to make significant efforts to find efficient 

solutions for managing these collections of images. 

Apparently, one of the most basic actions which is performed 

on an image is the retrieval of that image. Image retrieval can 

be found in many applications and due to this wide range of 

applications, it has been the center of attention in many 

researches.  

The content-based image retrieval (CBIR) technology has 

been widely used in various fields including digital libraries, 

biodiversity information systems (BISs), or even medical 

applications [1-9]. The digital museum of butterflies which is 

intended to create a digital collection for Taiwanese 

butterflies, has used a CBIR component which is based on the 

texture, color and patterns of images taken from these 

butterflies [2]. In biodiversity studies the researchers gather 

various data about different species, which include spatial 

data along with images taken from the species. In order to 

achieve a high-level view about the diversity of live beings 

and the trend of changes in their population, image-based 

queries can be of great use. Some studies have been 

conducted in this regard, such as [2] and [9]. Moreover, while 

many image processing techniques have been utilized in 

medical applications especially to make proper diagnoses of 

different diseases such as breast cancer, the introduction of 

image retrieval techniques to these image processing systems 

can improve their overall efficiency [1]. 

The main goal of researchers who study on CBIR is to create 

and develop methods which provide the ability to store and 

retrieve images based on their contents. At the preliminary 

stages of creating image storage and retrieval systems, textual 

descriptors where used to this aim, which were created by a 

person who had to review the whole image dataset and assign 

one or more keywords that were representative of each image 

to it. In the retrieval process, these keywords were used to 

find images corresponding to queries. However, this approach 

suffers from two main demerits [9]. First and foremost, 

assigning some keywords to an image is highly subjective and 

can be carried out quite differently by different people. 

Furthermore, with the increase in the number of elements 

which exist in the database this process becomes harder and 

harder, until it becomes impractical. 

To address these shortcomings, researchers considered using 

structural characteristics of images to retrieve them, which 

resulted in what we know as CBIR today. According to this 

approach, some features of images, such as color, texture and 

shape are extracted and used to index them. Swain and 

Ballard introduced the color histogram method in 1991 [10]. 

This method counts the number of pixels which have colors in 

each of a fixed list of colors that are made through 

quantization of the colors. An important advantage of 

histograms is that they are invariant to rotation and translation 

around an axis perpendicular to the image, and varies only 

slowly with the angle of view, therefore a three dimensional 

item can be retrieved easily despite a small change in the 

angle of view. Nevertheless, the disadvantage of this 

technique is that images with completely different shapes may 

have similar color histograms, which may occur more 

frequently as the number of images in the dataset increases. 

In order to overcome the problems which exist in color 

histogram, the color coherence vector (CCV) method was 

proposed [11]. This method adds some extra information, 

which correspond to the spatial positions of the pixels, to the 

typical histogram. According to this approach, the pixels 

which belong to each bin are classified based on their local 

features either as coherent or incoherent and the number of 

pixels which belong to each category are stored. Coherent 

pixels are part of a big of connected component whereas 

incoherent pixels are part of a small connected component. 

Despite the superiority of the CCV method over the color 

histogram, it still has a major disadvantage that is the 

extraction of feature vectors takes too long. 

In a study conducted by Huang et al. [12] color correlogram 

has been used to characterize each image. The rationale 

behind using color correlogram has been to consider the 

spatial relations of pixels and overcome the shortcomings of 
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the color histogram. This approach is based on the assumption 

that the spatial correlation of each pair of colors in different 

images are different. This approach has proved effective, 

however it has the same prohibitive problem as what the CCV 

suffers from, i.e. suffers from a high computational 

complexity.   

2. THE PROPOSED METHOD 
The best metric to evaluate an image retrieval system is 

evaluation of the system made by its users. Consequently, 

using the same methods as what humans use to find similar 

images should be effective in order to increase the 

acceptability of such systems [13]. There are different spatial 

frequency channels in human vision each of which function as 

a band-pass filter. Therefore, this vision system can be 

considered as a filter bank which is comprised of filters each 

of which receive and process a specific part of images. High 

details parts of an image and its edges correspond to high 

frequencies, and parts of the image with smooth variations, 

which usually include the regions inside the objects or 

backgrounds, correspond to low frequencies. Therefore, parts 

of an image which have different frequencies may belong to 

the same object or to different objects. That being said, human 

visual system works like this: first, a frequency analysis is 

carried out on the image that is formed on the retina, which 

decomposes the image into different frequency layers. 

Thereafter, the equivalent parts of images are compared with 

each other which forms the basis for the general evaluation of 

the similarity of two images. 

The proposed method is comprised of two main parts. The 

first part determines how the filter bank should be 

implemented and applied to decompose the input image into 

layers, and the second part proposes a method to extract 

features from each layer. The block diagram which illustrates 

how these layers are extracted has been depicted in the Figure 

1. 

 

Fig 1: The block diagram of the layer extraction system. 

With the extraction of these layers, each layer represents a 

different range of spatial frequency. The first layer determines 

the regions with low-frequency which correspond to 

backgrounds or the interior regions of objects, while the other 

6 layers represent the regions which include more details in. If 

the variation range of the value of the pixels after the 

application of wavelet transform filters are set to be in the 

interval [0, 1], all the threshold can be set to 0.5. For the first 

layer, the pixels whose value is lower than 0.5 and for the rest 

of the layers the pixels whose value is higher than 0.5 are 

taken into account and the other pixels are neglected. 

Moreover, in order to decrease the length of the feature 

vector, which results in a lower computation complexity, we 

can use only 3 high-pass filters out of the 6 high-pass filters 

mentioned before. In this case, only the first, third, and fifth 

filters are uses. 

Thereafter, color features of each layer are extracted using 

ordinary color histogram method. At this stage the RGB color 

space is converted to HSV color space, because it complies 

better with human perception of colors. Then, this space is 

quantized into 166 distinct values. This quantization is based 

on [14] according to which 18 distinct values for H, 3 distinct 

values for both S and V and 4 distinct values for gray level are 

used. The reason why we have quantized the color space as 

described is that it is proved that this approach is quite similar 

to the human visual system perception of colors. Therefore, 7 

histograms are created for the 7 layers as mentioned 

previously. Furthermore, the reason why complex wavelet 

transform is used is that they are very effective in extraction 

of texture features from images, which can be witness in 

Gabor filters [15], and at a higher speed compared to Gabor 

filters. 

In the proposed method, the complex wavelet transform is 

applied to the image up to 4 levels, and the values of mean, 

standard deviation and kurtosis are calculated for the sub-

images resulting from each of the 6 high-pass filters. 

Therefore, a vector composed of 72 entries is achieved for 

each image which is added to the color feature of layers which 

mentioned previously. 

3. EXPERIMENTAL RESULTS 

In order to evaluate the proposed method, it has been 

implemented using Matlab running on a PC with an Intel 

CORE 2 Due 2.20 GHz processor and 4GB of RAM, on 

which the extraction of each feature from an image takes 

about 2 seconds. A collection including 3000 images 

borrowed from Hamshahri dataset was used in our 

experiments [16]. The main reason for using this dataset was 

the fact that this dataset is extracted from an online news 

website so the images have come with very precise details 

about the category or categories the image belong to and each 

image is supported with a list of keywords which describe its 

contents. This gave us the ability to precisely verify the 

effectiveness of the proposed method. Although the 

Hamshahri dataset includes 36 main categories with many 

more sub-categories, we used 5 main categories in our 

evaluations including sports, buildings, animals, weather 

forecast, and accidents.  
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Fig 2: A number of pictures selected from the dataset used 

to evaluate the proposed method. 

A number of pictures which belong to this dataset have been 

illustrated in the Figure 2.  

Two common metrics, namely precision, and recall have been 

used to evaluate the proposed method. These metrics have 

used in various applications and their definitions have been 

adapted to make them suit the application properly. We have 

used the definitions given in [17]:  

Pj = 
Number  of  retrieved  and  relevant  elements  in  the  first  j positions

j
 

(1) 

Rj = 
Number  of  retrieved  and  relenat  elements  in  the  first  j positions

Total  number  of  relevant  elements  in  the  collection
 

(2) 

We have used the tags provided for each image, as mentioned 

before, in order to verify whether the image is relevant to the 

query or not. 

According to the aforementioned equations, Pj shows an 

almost increasing behavior when j increases while the 

opposite is true for Rj. As we mentioned before, color 

correlogram is one of the best methods in CBIR, so we have 

compared our proposed method with this method. The results 

have been shown in the Table 1. 

Table 1. The results of experiments conducted using the 

proposed method (Pr) and the color correlogram (CC) 

method. 

 Category  P5  P10  P15   P20   R5  R10  R15  R20 Method 

  Sports 
  1   1 1  0.94  0.22 0.47 0.79 0.8     Pr 

  1 0.94 0.81  0.84  0.17  0.39 0.71 0.78     CC 

Buildings   1   1   1   1  0.14  0.33 0.59 0.63     Pr 

0.89 0.74 0.86  0.86  0.12  0.28 0.45 0.57     CC 

 Animals 
  1 0.99 0.99  0.98  0.1  0.21 0.31 0.46     Pr 

  1 0.96 0.83  0.76  0.09  0.21 0.25 0.9    CC 

Weather                   

Forecast 

  1 0.99 0.99  0.87  0.14  0.22 0.32 0.37     Pr 

0.96 0.92 0.85  0.86  0.15  0.19 0.28 0.31    CC 

Accidents 
0.98 0.98 0.98  0.98  0.04  0.09 0.21 0.29     Pr 

0.81 0.82 0.89  0.85  0.03  0.06 0.11 0.14    CC 

As it is implied from the Table 1, the proposed method shows 

a consistent superiority over the color correlogram method 

which is a competent method in the field of CBIR. 

Some of the images retrieved using the proposed method in 

response to the query image shown as the top-leftmost image 

in the Figure 3 are depicted in this figure. 

 

Fig 3: Some of the images retrieved in response to the 

query image shown in the top-leftmost position. 

4. CONCLUSION 
In this paper we proposed a method for the retrieval of images 

which is developed based on human visual system. The 

proposed method first decomposes each image into different 

frequency bands, each of which represents different details of 

the image. In order to compare to images, the features of the 

corresponding sub-bands are used. To this aim, complex 

wavelet transform has been used which like Gabor filters 

covers almost the entire frequency space, and have a high 

computational speed. In addition, the HSV color space is 

quantized so that matches the human visual system to high 

extent. 

Our proposed method was applied on a dataset including 

about 3000 images and the results compared to those of color 

correlogram method, which proved the superiority of the 

proposed method. 

In the future, the authors will try to combine the proposed 

method which is presented in this paper with image retrieval 

methods that take image shapes into account in computing the 

similarity of images. One of the most important issues to 

which we note mostly is the time complexity of the algorithm. 

Furthermore, parallelization methods and distributed 

architectures which can reduce the computation time are of 

highest priority in our future researches. The authors intend to 

concentrate on Hadoop [18] framework and to find solutions 

based on MapReduce programming model [19]. 
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