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ABSTRACT 

This paper studies recognition of human faces using wavelet 

transform, Eigen space mapping and Linear Discriminant 

Analysis/Fisher Analysis (LDA). Histogram Equalization is 

chosen as a preprocessing step to reduce the effect of variation 

in  illumination on human faces. The preprocessed faces are 

then subjected to second level wavelet (Haar) decomposition for 

further calculation. Feature extraction is performed using Eigen 

space mapping followed by LDA on the second level 

approximation matrix (LL sub band). Manhattan distance is 

used as a classifier. The proposed scheme is tested on 

illumination and expression variant different face databases for 

performance evaluation.  

General Terms 

Human Face Recognition, Biometrics 

Keywords 

Histogram Equalization, Wavelet Transform, Principle 

Component Analysis (PCA), Linear Discriminant Analysis 

(LDA)/Fisher Analysis 

1. INTRODUCTION 
Over the last few decades intensive research work has been 

performed in the field of biometrics to identify humans as 

accurately  as possible based on biological traits like fingerprint 

recognition, iris recognition, retinal scanning, palm print 

recognition etc. Face recognition is one of the popular 

techniques. A face recognition system identifies a human 

individuals based on the frontal face image and  has 

applications in defense, security, automatic access control, 

human computer interface etc. However face recognition is still 

a challenging task which needs to deal with varying 

illumination condition, poses, facial expression, partial 

occlusion and aging. Generally face recognition has three steps 

(1) preprocessing, (2) data modeling and (3) classification. In 

the preprocessing step includes segmentation of the face image 

eliminating the background.. The second step is divided into 

two groups namely feature based and holistic based [1]. Feature 

based methods  rely on facial features such as eyes, nose, chin 

and mouth which are analyzed  to establish  the relationship and 

positions between them[2]. In holistic approaches  the entire 

face image are analyzed as a whole. A mathematical model is 

created to represent the image in low dimension, so it can be 

compared with other images for processing. Finally the  third 

step involves similarity measurement using an appropriate 

classifier. The organization of this paper is as follows, section 2 

throws light on the related works on face recognition, followed 

by section 3 explaining the proposed technique, section 4 

provides details of the datasets and experimental results 

obtained. Section 5 provides the analysis of current approach 

vis-à-vis other contemporary works  and section 6 provides the 

overall conclusions and scopes.  

2. PREVIOUS WORK 

One of the earliest works on  face recognition is recorded in [3]. 

The problem was to select from the database a small set 

of records such that one of the image records matched 

the photograph.In [4] Eigen space was used for face 

recognition. As mathematical algorithms utilizing Eigen vectors 

were used for representation of primary components of the face. 

, it is termed as Eigen face technique. It creates a unique weight 

for each face image, which are used to represent the Eigen face 

features. Hence comparison of these weights permits 

identification of individual faces from database. In [5] linear 

discriminant analysis approach is used to maximize the scatter 

between different classes and minimize the scatter between 

input data in the same class. In [6] a comparison between Fisher 

face and Eigen face was presented which concluded that Fisher 

face can handle more lighting variations and expressions than 

Eigen face. Face recognition approach using 2D PCA in 

template matching is proposed in [7]. Modular PCA is applied 

in [8]. Here each face image is divided into sub images and 

PCA approach is applied to each of these sub images. ICA 

(Independent Component Analysis) based feature extraction 

method is used in [9]. In [10] an entropy based high informative 

zone is selected and local feature is calculated using wavelet 

transform. In [11] a technique is proposed to design a facial 

recognition system using multilayer perceptions and 

probabilistic neural network based classifier. A Discrete Cosine 

Transform based approach was proposed in [12] for face 

recognition. In [13] a wavelet LDA based algorithm was 

proposed for face recognition. In [14] Sobel face and 2DPCA 

was proposed to reduce the illumination effect. In [15] A Gabor 

LDA based face recognition technique was proposed.  Gabor 

Wavelet was used as a preprocessing step and then LDA was 

applied for feature extraction with Artificial Neural Network 

(ANN) as a classifier.  In [16] age invariant face recognition 

scheme was proposed using self principle component analysis 

considering only on the eye region of a face because it is most 

stable part of the face which changes very slowly with respect 

to time. In [17] fully automatic face recognition was performed 

using Transform- invariant PCA. In [18] A Facial Expression 

recognition system was introduced using PCA to classify 

human emotions. In [19] Gabor Wavelet, PCA and Local 

Binary Pattern (LBP) based facial expression recognition 

algorithm was proposed where PCA or LBP were used for 
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dimension reduction. In [20] a scalar based template was 

proposed for face recognition in reduced Eigen plane.  

3. PROPOSED METHODOLOGY 
This paper proposes a system for recognizing human faces by 

considering variations in illumination conditions and facial 

expressions. To handle the varying illumination condition we 

consider Histogram Equalization as a preprocessing step. On 

the preprocessed face Haar wavelet decomposition is performed 

and second level approximation coefficient matrix is chosen to 

Calculate Eigen space features using PCA, retaining as much as 

possible  variation in dataset.  The objective of LDA is to find 

out the optimal transformation matrix so the ratio of between 

class scatter matrix and within class scatter matrix reaches to its 

maximum and imposed on the previously calculated Eigen 

space feature to calculate LDA features. Classification is done 

using Manhattan distance.  

3.1 Preprocessing 
In this part, at first we manually crop the input images to a 

standard size of 100×100  pixels  images in order to remove the 

background information and  isolate only face details. Then it is 

converted to gray scale image (for color face databases only). 

An image histogram is a graphical representation of the tonal 

distribution in a digital image. The lighting variation is handled 

by a  histogram equalization (HE) in order to distribute energy 

of all pixels inside the image and then normalize them to 

equalize amount of energy related to each face image.  

3.2 Wavelet Transform 
Wavelet Transform (WT) has been a very popular tool for 

Image analysis in the recent years. The advantages of WT, Such 

as good time and frequency localizations, have been utilized in 

various areas like image compression, image   Processing, 

computer graphics etc. By decomposing an image using WT, 

the resolutions of the sub-band images are reduced. 

An image is decomposed into four sub bands using a 2D WT as 

shown in Figure 1. The band LL is a coarser approximation to 

the original image. The bands LH and HL record the 

contours/edges along horizontal and vertical directions 

respectively. While the HH band records the diagonal edges of 

the image. This is the first level decomposition. Further 

decomposition can be conducted on the LL sub band. 

 

      LL                                                         LH 

     HL    HH 

 

            Fig1: 2D DWT first level decomposition 

After second level decomposition of all the face images, LL sub 

band is chosen for further processing. The reasons are, (1) It 

reduces the computational complexity, (2) It contains most of 

the variance/energy of the original image after applying the 

wavelet transform [13].  

3.3 Mapping to Eigen Space 
The approximation matrix/LL sub band of size (R x C) pixels, 

where R is number of rows and C is number of columns. It is 

then transformed into a single column vector, Γ, of size (Q x 1) 

where Q = (R x C).  

In the Training phase training matrix is formed by appending 

column vector of each approximation matrix of its 

corresponding training sample one after another. 

Γ = [Γ1 Γ2…… ΓM]                                                               (1) 

And its size is (Q x M) where M is the number of training 

samples.  

 

Now column wise mean of this training matrix is found out.   

              M 

Ψ = 1/M∑ ΓI                                                      (2) 
              i=1 

Its size is Q x 1.  

Now difference of each approximation matrix is calculated 

from just found mean image vector. 

Φ = Γ−Ψ                                                                              (3) 

Each of mean subtracted approximation matrix are then 

appended column wise to form difference matrix.  

A = [Φ1 Φ2 Φ3 Φ4………… ΦM]                                         (4) 

It size will be Q x M. Here also, M is the number of training 

samples.  

Covariance of difference matrix is then found, which its 

multiplication with its own transpose is 

 

X = AA’ and its size is Q x Q                                                  (5) 

 

The size of this covariance matrix is very big and will take lots 

of time so cost of recognition will get increased tremendously. 

Hence we apply PCA (Principle Component Analysis) here to 

calculate the Eigen vectors of size M x M.  

 

According to PCA, A’ and A are multiplied to get a square 

matrix (Y= A’A) from where the Eigen vectors (Vi) are 

calculated. Where i =  1, 2, 3,……M 

 

Since most of the generalization power is contained in the first 

few eigenvectors. Around 40% of the total eigenvectors have 85 

– 90 % of the total generalization power [21]. So instead of 

using all the M numbers of the Eigen vectors, M' ≤ M numbers 

of the Eigen vectors are sufficient to show its effect.  

 

 

The Eigen vector of X (Uj) is derived from Vj for weight 

calculation.  

 

Uj  = AVj     where  j = 1,2,3…..M’                                         (6)  

 

 

Each of mean subtracted training approximation matrix are 

mapped to Eigen space to calculate the feature vector of each 

training sample using the formula 

 

Ωi  =  ΦiUj where j  =  1,2,3….M’ and i  =  1,2,3,….M         (7) 

 

3.4 Mapping to Fisher Space 
The aim of this phase is to maximize the scatter between 

different classes and minimize the scatter between the input 

data in the same class.  
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Suppose in the training database, there are C individual person 

classes having  qs number of training images in each of the 

class  s, such that total number of facial images M = C x qs 

For all training samples of all classes there are two measures (1) 

within-class scatter matrix (Sw) and (2) between -class scatter 

matrix (Sb). These two matrices will be calculated based on 

Eigen feature.  

 

The Eigen space class mean is 

                qs 

Θs = 1/qs∑ Ωk    where s =1, 2,.….., C                          (8) 

                k=1 

The arithmetic average of all the Eigen space mapped training 

feature vectors  

Θ  = 1/M {Ω1+ Ω2+ Ω3+………, ΩM}                            (9) 

 

Within class scatter matrix  

          C    qs 

Sw = ∑   ∑ (Ωk- Θs) (Ωk- Θs)’                           (10)   
         s=1  k=1 

 

 Between class scatter matrix      

        C    

Sb = ∑ (Θs - Θ) (Θs - Θ)’                                                 (11) 

       s=1   

For good fisher feature extraction we have to maximize the ratio 

of (determinant of (Sb): determinant of (Sw)) 

So we take 40% of most significant Eigen vectors (L) of 

Sw−1Sb [21] to calculate weight vector where Sw−1 is inverse 

of Sw.  

Now the Eigen space class mean will map to fisher space using 

the formula 

∏s =   Θs L   where s=1,2,…..C                                             (12) 

3.5 Testing 
The second level approximation matrix of test image is of size 

(R x C). It is also converted into a single column vector, ΓT, to 

represent in image space. It size will be (Q x 1).  

The difference of test approximation matrix from the mean is  

ΦT = ГT - Ψ                                                        (13) 
 
Each of mean subtracted test approximation matrix is now 

projected to Eigen space using the formula  

ΩT = ΦTUj where j = 1, 2, 3….M’                           (14) 

Now each Eigen features of test image are projected to fisher 

space using the formula 

∏T =    ΩT L                                                        (15) 

3.6 Classification 
The distance between test feature ∏t and average training class 

feature ∏s (where s represents the number of classes) is 

measured using Manhattan distance. The test sample t of feature 

value ∏t is classified to class k if the absolute difference 𝐷s ,t 

between test sample t and s-th training class is minimum for s=k 

which is 

t→ 𝑘,    if   𝐷s, t = |∏t - ∏s| is minimum for s=k               (16) 

Further we have fixed a distance threshold to handle unknown 

faces by calculating the maximum distance between two 

training class using the formula.  

Th = max (∏a-∏b)/NC where a, b=1, 2, 3…., C and NC is 

number of classes.  If ((𝐷s, t)/NC) >= Th for all values of s then 

the face is an unknown face else known face and the class will 

be determined using the formula (16).  

4. EXPERIMENTAL RESULTS 
All simulation based experiment reported here are performed 

using the YALE face database [23], MUCT face database [24] 

and Japanese female facial expression database (JAFFE) [25].  

For YALE database there are 165 images of 15 subjects each 

having 11 images.  Among the 11 images of each class 6 

images are used for the feature extraction and 5 for testing. 

Each of the images is in BMP format.  

For MUCT face database we take 750 images of 50 subjects 

each having 15 images. Among the 15 images of each class 10 

images are used for the feature extraction and 5 for testing. 

Each of the images is in JPEG format.  

For JAFFE face database we take 200 images of 10 subjects 

each having 20 images. Among the 20 images of each class 10 

images are used for the feature extraction and 10 for testing. 

Each of the images is in TIFF format.  

A. Training Phase 

 

Figure 2. Sample training images for YALE dataset 
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Figure 3. Sample training images for MUCT dataset 

 

Figure 4. Sample training images for JAFFE dataset 

The following figure shows the feature values of YALE 

database. Up to 14 most significant discriminant features are 

plotted below by taking their average.  

     Figure 5. Feature Values of Training phase of YALE       

The following figure shows the feature values of MUCT 

database. Up to 20(out of 80) most significant discriminant 

features are plotted below by taking their average.  

 

       Figure 6. Feature Values of Training phase of MUCT 

The following figure shows the feature values of JAFFE 

database. Up to 16 most significant discriminant features are 

plotted below by taking their average.  

 

     Figure 7. Feature Values of Training phase of JAFFE 

B. Testing Phase 

             

    Figure 8. Sample testing images for YALE dataset 
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Figure 9. Sample testing images for MUCT dataset 

 

   Figure 10. Sample testing images for JAFFE dataset 

The following figure shows the feature values of 3 test samples 

which belong to class 1, 2 and 3 respectively for YALE dataset.  

 

    Figure 11. Feature values of testing phase for YALE 

The following figure shows the feature values of 3 test samples 

which belong to class 1, 2 and 3 respectively for MUCT dataset.  

 

     Figure 12. Feature values of testing phase for MUCT 

The following figure shows the feature values of 3 test samples 

which belong to class 1, 2 and 3 respectively for JAFFE dataset.  

 

     Figure 13. Feature values of testing phase of JAFFE 

C. Class Estimation  

In this phase the class estimation plot is explained. The 

difference plot of the test sample with all the training classes. 

The minimum difference corresponds to the estimated class of 

the test sample.  

We take test samples from first 9 classes for YALE, JAFFE and 

MUCT dataset to plot the class estimation.  

 

      Figure 14. Class estimation plot For YALE dataset 
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Figure 15. Class estimation plot For MUCT dataset 

 

Figure 16.  Class estimation plot For JAFFE dataset 

In the following figure we have plotted recognition rate with 

respect to the number of feature values for JAFFE and YALE 

dataset.  It shows the more number of features, the higher 

recognition rate.  

 

Figure 17.  Recognition rate plot for JAFFE and YALE 

dataset 

Below the Time Complexity is calculated for all three datasets. 

Dataset Time Complexity(in second) 

JAFFE 5.45 

YALE 4.85 

MUCT 164.21 

 

Figure 18.  Time complexity for all three datasets 

 

Figure 19.  Accuracy plot For  YALE and JAFFE dataset 

 

         Figure 20.  Accuracy plot For MUCT dataset 

D. Unknown Face Handling 

From the experiment we have determined that the threshold will 

be more accurate to eliminate unknown faces if the number of 

classes is high. For this reason we have used MUCT dataset in 

Training phase. In testing we collect 50 different person’s face 

from MUCT dataset and 25 different faces from YALE and 

JAFFE dataset. The following figure illustrates the result. In x- 

axis test samples and in y-axis Minimum class difference.  

 

 

Figure 21.  Plot to recognize known and unknown faces.   

First 25 faces are unknown and next 50 faces are known 

In our experiment out of 50 known faces 6 faces are miss 

classified as unknown and out of 25 unknown faces 3 faces are 

miss classified as known. False Rejection Rate =12% , False 

Acceptance Rate=12%. 

5. ANALYSIS 
The recognition accuracy for discrimination of the face image 

Of each class is done successfully and with satisfactory 

accuracy.  
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In current work we have incorporated Histogram Equalization 

to handle various illumination conditions on human face and 

tested on YALE, MUCT and JAFFE dataset which contains 

apparent changes of illumination.  

The main purpose of PCA is to reduce the dimensionality of the 

raw data while retaining as much as possible the variation 

present in the dataset [22]. But the drawback is,  it maximizes 

within class scatter also,  so Fisher analysis reduces the 

scattering of projected data since it is a class specific method 

and masks portions of faces which are highly variable[6]. So we 

have incorporated both PCA and Fisher analysis in current work 

to handle various expressions on human face and tested on 

YALE, MUCT and JAFFE dataset which contains apparent 

changes of facial expressions.  

The following figure shows that the feature value is not 

distracted for various facial expressions of a person but two 

different persons are discriminated successfully.  

 

 

 

Figure 22. Features for 10 samples of 2 persons with various 

Facial Expressions of JAFFE dataset 

We analyzed the most similar work we could find in [4] and 

[13] and tested with the same above and can see that the most 

compact feature for various facial expressions which we are 

getting from our current work.  

 

Figure 23. For [4] 

 

Figure 24. For [13] 

 [4] and [13] are not suitable where various illumination 

conditions are present. So in our current work HE is performed 

and recognition accuracy is improved. Also we have proposed a 

mechanism to deal with unknown faces in our work. Moreover 

a good response time enables recognition in real time 

applications. The following table compares the recognition 

accuracy. 

  DATASET    JAFFE   YALE    MUCT 

Previous 

work in [4] 

     86%     80%    10.80% 

Previous 

work in [13] 

     99%     81.33%     60% 

Current 

work 

    100%     98.66%     98% 

Figure 25. Accuracy table 

6. CONCLUSIONS AND FUTURE 

SCOPES 
In this paper we have proposed an algorithm for human face 

recognition which can handle various facial expressions and 

illumination condition. We have used wavelet transform, Eigen 

and Fisher analysis. Initially Histogram Equalization is 

performed  to handle illumination condition and then wavelet 

transform is performed to reduce the time complexity. The 

transformed approximation matrix is then mapped to Eigen 

space and further mapped to fisher space  for feature extraction. 

1 2 3 4 5 6 7 8 9
-3

-2

-1

0

1

2

3

4

5
x 10

6

feature points

F
e

a
tu

re
 v

a
lu

e
s

Analysis

p1
1

p1
2

p1
3

p1
4

p1
5

p2
6

p2
7

p2
8

p2
9

p2
1
0

0 5 10 15 20 25 30 35 40
-5

-4

-3

-2

-1

0

1

2

3
x 10

7

feature points

F
e

a
tu

re
 v

a
lu

e
s

Analysis

p1
1

p1
2

p1
3

p1
4

p1
5

p2
6

p2
7

p2
8

p2
9

p2
1
0

0 5 10 15 20 25 30 35 40 45 50
-600

-400

-200

0

200

400

600

feature points

F
e

a
tu

re
 v

a
lu

e
s

Analysis

p1
1

p1
2

p1
3

p1
4

p1
5

p2
6

p2
7

p2
8

p2
9

p2
1
0



International Journal of Computer Applications (0975 – 8887)  

Volume 117 – No. 21, May 2015 

35 

Classification is done using Manhattan distance and a distance 

threshold is calculated to distinguish between known and 

unknown faces. A critical issue using LDA is the Very Small 

Sample Size (VSSS) problem. This problem arrives when there 

is  very small number of training samples but the dimension of 

the feature space is large. This means that the within class 

scatter matrix would tend to be a singular matrix and the 

execution of LDA may encounter computational difficulty. In 

our experiment when we are taking only a single sample to train 

the system then it encounters problem and can't be able to 

distinguish persons. This work can be extended further by 

incorporating methods like Adaptive Discriminant 

Learning(ADL), Singular Value Decomposition(SVD) and 

Two Dimensional LDA(2DLDA) . In ADL a generic 

discriminant  model is adapted for identification. SVD and 

2DLDA can also be applied to deal with this problem. 
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