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ABSTRACT
The area of crime investigation has extended its roots to cyber media and has emerged exponentially with the technological strides. Among the various media used in Digital Forensics, Email Forensics took up the leading segment. In order to investigate the cyber crimes, there is an immense need to analyze the bulky email gatherings forensically. Data mining methods help in analyzing these large collections of data. Mixtures of data mining models along with the related methodologies are proposed in this paper to facilitate the email forensic assessor. The Performance is evaluated using False Rejection Ratio (FRR) and False Acceptance Ratio (FAR).
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1. INTRODUCTION
The rapid expansion of science and technologies has helped the mankind in witnessing new methods for leading a better quality of life. At the same time these technological updates have paved new approaches for the criminals and anti-social elements in indulging the criminal activities using the cyber media as a medium. To prevent these activities, effective methods are needed. Among the various methods of identifying the cyber criminals, analysis of the emails is considered to be more effective. The practice of emails for the fraudulent actions is also emerging with an elevated speed. Forensic Analysis of these emails can probe or prove a crime committed. Email forensics can appropriately be defined as the usage of focused techniques used for the collection, protection and analysis of emails with a vision to submit the evidences in a court of law. As the usage of internet technologies are expanding, the usage of emails has been increased and investigating these bulk emails is a great task for the forensic examiners. Therefore new methods are to be evolved for the effective analysis of these emails to uproot the inherent information concealed in the emails.

The core idea behind the digital forensics procedures is to identify the relevant information from the digital media and which can be used as evidence in proving a crime. To recognize and interpret the meaningful information hidden in the emails, Information Retrieval (IR) plays a vital role. Information Retrieval systems recognize the relevant information by retrieving the data based on the user’s queries. In this paper we recommend a system to retrieve the most related emails from the bulk email collections of emails and exhibit these emails to the forensic examiners for better understanding. Every piece of information is of core essence in the investigation process, so it is needed to convert the information retrieved into a meaningful format so that it will be the utmost usage for the Forensic examiners. Every forensic information retrieval systems work with the aim towards high recall ratio. The present system addresses the issue of high recall using the concepts of interpreting the semantic meaning of the words within the emails for which in the present paper the concepts of ontology i.e. Word Net is used.

In order to have an effective examination, the forensic examiners should identify the emails which have a high degree of matching with the relevant information; this is assumed to be the primary goal of any system which aims at High recall. In this paper, we present a novel methodology, where the emails from a particular user under examination are scanned and the text from each of these emails is extracted and the contents are indexed. This indexing list is given as input to the semantic analyzer using Word Net and the related synonyms of the words are listed. This list is maintained in a book called code book. Further, for each of the words, the grammar is also extracted; the relevant acronyms are expanded using the word Net. Concepts of clustering summarization are used. The rest of the article is organized as follows, in Section-2; the related work in this area is highlighted, in Section-3; the dataset considered is presented along with a sample from the corpus. The methodology is highlighted in Section-4 of the paper; and Section 5; concludes the paper.

2. RELATED WORK
The restriction of the message sharing and content sharing is a concern because of the deceptive activities taking place all around the globe. Therefore, it is needed to counter attack these fraudulent activities to curtail the criminal activities. Lot of research has been reported in the literature regarding methodologies proposed to curb the fake emails and disrupting the activities. Data mining techniques of classification and clustering have given unbelievable results in email forensic analysis as explained in [1][2][3]. Among the available filters, Naive Bayesian is a basic Standard Statistical approach on probability proposed by Sahami et al [4]. The algorithm assumes the classification of new Email by identifying it as spam or legitimate. It achieves the features using a training set that has already been pre classified correctly and then checks for specific work that appears in the email. The indication of high probability says that the new one is a spam email. In recent years the authorship identification has been used in diverse number of application areas some examples of identifying authors in written literature, in the program source code [5] and in forensic analysis for criminal cases. Some techniques involve identification of Spoofed E-Mails [6] based on various techniques of SPF (Sender Policy Framework), Sender ID, Domain Keys Identified Mail (DKIM). In most of the
approaches, tools were used to surmount the issue. Some of the significant contributions made by eminent researchers are presented in this section. The researchers have developed a tool helpful in analyzing the email content and also helping out mechanisms to reveal the related information necessary for the investigative procedures during the forensic investigations. The main advantage of the proposed tool is that, it overcomes the disadvantages of the ongoing forensic search mechanisms, where the search is confined by grouping or inappropriate filtering. The authors have also proposed a new methodology for indexing the contents in the emails, where by the time complexity for searching the related documents from a particular email minimizes. The [7] investigators have proposed a methodology, for retrieving the contents from the emails, in which ranks were assigned to each of the words used in the emails, and the ranking mechanism is claimed to be novel. Once the users present small queries, in turn the retrieval procedures underlined could not be able to display the relevant information. Some have preferred towards the usage of WorldNet tool to address this issue. [8] Have utilized the Enron email dataset for the experimentation purpose. In [9], authors showcased a methodology based on a tool developed on data mining to envisage a variety of analyses from the email. The retrieval of relevant location and address of the users based on IP address extracted from the email address is discussed by the authors in [10]. The authors in their paper [11] tried to analyze the emails based on the SMTP protocols and HTTP protocols. In [12], authors have proposed techniques for discovering emails in one conversation, capturing the conversation structure and summarizing the email conversation. The analysis of the emails based on the phishing attacks is presented by [13] using the UNIX tools system. The methodology of identifying the users pattern based on clustering and classification techniques is addressed by the authors in [14]. In this article, we propose a methodology for addressing the email forensics using the data mining techniques.

3. DATA SET

To present the model the emails, Enron data (https://www.cs.cmu.edu/~enron/) which contains a repository of emails set is considered. This data set contains about 5,17,431 emails. These emails are considered for testing the fraud detection.

3.1 Sample Email Corpus from ENRON Data Set

The sample email obtained from the Enron Data set is presented below

A couple of the entities have shown definitive interest in hiring the group, but our Enron and employment contracts have created significant issues.

A meeting is a good idea.

A note on the front door, “the Body Shop would be shutting down at 7:30 p.m. Thursday...”.

A quick question before our meeting...

A substantial advertising discount is being made available to the corporation that sponsors this documentary.

After all the above, I just have to say...we really do appreciate your help resolving all these issues...

After such 10 day period, the parties shall be obligated to resume performance as if the event of force majeure had been remedied, and if such party does not resume performance, such nonperformance shall be deemed a Triggering Event allowing the other party to terminate.

After sunning and drinking all day we feasted on a fleisch dinner...that was all we had here to grilled bauchfleisch, steaks and bratwurst...good greasy stuff.

After the session, I had a discussion with you.

After you set your curves (do not hit finished file), go to the GD Pmgr tab and change the date in the left hand corner to two business days out(Friday set for Tuesday).

All of the others are charging 3% fees for matching buyers and sellers in a bulletin board or auction

4. METHODOLOGY

The proposed system architecture of the model is presented in the following

The emails extracted from the ENRON dataset are analyzed and each mail was processed using the Data mining concepts like tokenization, preprocessing where the stop words are eliminated and the indexing is performed. Each of the words may have different synonyms, so the Word Net is used to extract the meaning of each of the words and now, each word is indexed and a rank is assigned along with a group of words. A code book is used for this purpose. The acronyms are also taken care by utilizing the Ontological semantics. When a user is assumed to be a fraud, the email forensics is carried out and the query mail is compared to each of the emails in the indexed list. While checking for the authentication, the indexing is considered. These emails will be presented to the user as well as forwarded to the further modules for in-depth analysis.
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Figure 1: Proposed System Architecture

The emails extracted from the ENRON dataset are analyzed and each mail was processed using the Data mining concepts like tokenization, preprocessing where the stop words are eliminated and the indexing is performed. Each of the words may have different synonyms, so the Word Net is used to extract the meaning of each of the words and now, each word is indexed and a rank is assigned along with a group of words. A code book is used for this purpose. The acronyms are also taken care by utilizing the Ontological semantics. When a user is assumed to be a fraud, the email forensics is carried out and the query mail is compared to each of the emails in the indexed list. While checking for the authentication, the indexing is considered. These emails will be presented to the user as well as forwarded to the further modules for in-depth analysis.

Processed data using the Word Net
4.1 Algorithm
The proposed architecture of the model is presented as follows.

Step 1:
The email datasets are extracted from the ENRON dataset and preprocessed to eliminate the missing data and eliminate the stop words. The preprocessed data is given as input to the semantic tool, WORDNET. The purpose of this tool is to analyze the grammar, identify the term index, acronyms and this data is also used for identifying the different synonyms for a given keyword. The synonyms in this paper are considered only for the adjectives. A code book is generated for the group of adjectives and the indexing is carried out for each word in the code book. This indexed data for email is given as input to the Gaussian Mixture Model (gmm). The main advantage of considering gmm is that the patterns inside the data can be clearly estimated. It is symmetric model and can be very useful for analyzing huge data sets. This mixture model is very effective for modeling the data having very low index and very high index. The probability function of the Gaussian Mixture Model is given by

\[ \mathcal{N}(x|\mu, \Sigma) = \frac{1}{(2\pi)^{d/2} |\Sigma|^{1/2}} \exp \left( -\frac{1}{2}(x-\mu)^T \Sigma^{-1}(x-\mu) \right) \]

\[ \text{... (1)} \]

Step 2:
The indexed data is given as input to the gmm presented in equation (1) and the corresponding probability density function (pdf) is estimated. The process is repeated for all the data in the email and all the emails in the dataset. This is called training data. For testing purpose the same procedure is adopted and pdf of the query email is generated. The pdf is compared with the pdfs in the training data using KL divergence (Khalilouff Formuale). It is used to identify the relation between the email in the database and the email which happens to be false email i.e., the suspected email. MathCAD is used for the calculation purpose where the log of A and B are first calculated and then the integration is carried out. The MathCAD is used to perform the mathematical calculation of integration, differentiation and volume integrals. The alternative to K L Divergence is identifying the likelihood estimate. The formulae for calculating the KL divergence is given by

\[ KL(A, B) = \int A(x) \log \left( \frac{A(x)}{B(x)} \right) dx \]

\[ \text{... (2)} \]

Where A(x) is the corpus of a person x and B(x) is the email which is under consideration.

Step 3:
For each query email, the relevant PDF is retrieved. The process is repeated for all the query emails to find the best fit. The results derived are presented below.

Step 4:
To evaluate the performance of the given model, we used metrics like False Acceptance Rate (FAR) and false Rejection Rate (FRR).

Table 1 The accuracy, FAR and FRR of Emails

<table>
<thead>
<tr>
<th>Trait</th>
<th>Algorithm</th>
<th>Acceptance Rate (%)</th>
<th>FAR (%)</th>
<th>FRR (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Email-set1</td>
<td>GMM</td>
<td>88.70</td>
<td>0.07</td>
<td>0.93</td>
</tr>
<tr>
<td>Email-Set2</td>
<td>GMM</td>
<td>91.05</td>
<td>0.064</td>
<td>0.936</td>
</tr>
</tbody>
</table>

The above outputs evaluated are compared using Acceptance Rate and False Acceptance Rate. The FAR is calculated using

\[ \frac{\text{[Dataset under consideration]}}{\text{[Total Number of related words]}} \times 100 \]

The acceptance rate is calculated as

\[ \frac{\text{[Total Number of items]}}{\text{[Number of items]}} \times 100 \]

5. CONCLUSION
In this paper a novel methodology for email forensics is highlighted using the concepts of data mining, semantic ontologies and Gaussian mixture model. The outputs derived are tested against accuracy using metrics like FAR and FRR. The results derived are presented above and revealed that the proposed methodology possesses high false acceptance rate and low false rejection rates. This methodology can be very useful in identifying from email corpus and thereby helping to identify the law breaker.
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