Multifocus Image Fusion based on Human Visual Perception
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ABSTRACT
The process by which two or more images are merged into a single image is called image fusion, where important characteristics from each of the original image are revived. As images are acquired from different instrument modalities, in order to combine all the capture techniques fusion of image forms a fundamental process. Multifocus image fusion constructs an combined image from multiple source images having focus on different objects from same scene. To achieve this, a spatial domain algorithm is proposed which divides each source image into blocks of sizes varying adaptively. Edge information is extracted from the image by using edge detection techniques. The quality metrics will be obtained for each block, based on human visual perception instead of simple metrics like MSE and PSNR. For the purpose of testing the proposed work, a readily available database of Laboratory for Image and Video Engineering (LIVE) will be used. To demonstrate the quality of the final fused image, evaluation will be done based on the concepts of human visual perception.
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1. INTRODUCTION
Image fusion is a sub-field of image processing in which two or more images of a scene are combined into a single composite image that is more informative and is more suitable for visual perception and for digital processing. Images contain a lot of information contained in them. Clarity of the images is very important if all of the information has to be reciprocated [1]. In general, the problem that image fusion tries to solve is to combine information from several images (sensors) taken from the same scene in order to achieve a new fused image, which contains the best information from the various images. With the development of new imaging sensors arises the need of a meaningful combination of all employed imaging sources.

Fusion is a technique to improve the quality of information from a set of images [2]. By the process of image fusion the good information from each of the given image is fused together to form given resultant image whose quality is superior to any of the input images. The objective is to reduce uncertainty and fully utilize complementary and redundant information from the original images. Moreover the goal is to combine the original multiple images to produce a more precise, comprehensive and reliable image interpretation of the scene. The aim is to integrate multiple images of the same scene into a composite image so that the new image is more suitable for visualization, detection and recognition tasks [3].

Taking this into consideration multifocus image fusion can be defined as a process of combining several images with different focus into one unified focused image. In simple words an all in-focus image has to be acquired from different focal planes of the various source images and fusing them together into one single image where all objects in the scene appear to be in focus. A drawback is that multifocus image fusion involves processing and storing of scaled data which are of same size as the original image, which results in a huge amount of memory and time requirement. The various applications include military, medical, machine learning and remote sensing, automatic change detection, biometrics etc. Generally, image fusion is divided into basic three levels: pixel level fusion, feature level fusion, and decision level fusion[4][5]. In Pixel fusion is the lowest-level fusion, which analyses and integrates the information before the original information is estimated and recognized. In the feature fusion is done in the middle level, which analyzes and deals with the feature information such as edge, contour, direction obtained by pre-treatment and feature extraction. Decision level is a higher level of fusion where input images are processed individually for information extraction and the information combined by applying decision rules to reinforce common interpretation [6].

Section II discusses the proposed image fusion techniques that have been elaborated in this paper. Section III describes the various performance analysis techniques for image fusion followed by various criteria of checking the performance of result.

2. PROPOSED TECHNIQUES
2.1 Fixed Block Size Adaptive Threshold Method (FBS-AT)
In this algorithm (FBS-AT), selection is made in three iterations described as follows: The source images are divided into a certain number of blocks. Then, the difference between edge information from the two source images is computed for each block. Next, the mean of all these differences is calculated, this mean is set as the adaptive threshold. \( T \). The differences are compared with this threshold \( T \) and only those blocks for which the difference exceeds the threshold are chosen and incorporated into the final fused image from their corresponding source image [10].

The rest of the blocks are passed on to the next iteration. In the second iteration, a new adaptive threshold is set by calculating the mean of the differences of the regions which were passed over from the last iteration [10]. Repeat again, the difference between the numbers of edge pixels for corresponding image block from different source images, is compared with the threshold, and if the difference is higher
than the threshold then the respective block with higher edge information is fuse into the fused image. In the third iteration, all the blocks for which no decision has been made are analyzed and the blocks with relatively higher edge information is selected to be part of the fused image [10].

<p>| | | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>127</td>
<td>715</td>
<td>1398</td>
<td>1222</td>
</tr>
<tr>
<td>1203</td>
<td>1545</td>
<td>982</td>
<td>1716</td>
</tr>
<tr>
<td>1376</td>
<td>1814</td>
<td>1219</td>
<td>1482</td>
</tr>
<tr>
<td>1111</td>
<td>897</td>
<td>276</td>
<td>429</td>
</tr>
<tr>
<td>521</td>
<td>532</td>
<td>389</td>
<td>434</td>
</tr>
</tbody>
</table>

Average threshold = 611.16

<p>| | | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>127</td>
<td>233</td>
<td>1073</td>
<td>303</td>
</tr>
<tr>
<td>557</td>
<td>288</td>
<td>2332</td>
<td>518</td>
</tr>
<tr>
<td>664</td>
<td>205</td>
<td>1916</td>
<td>428</td>
</tr>
<tr>
<td>900</td>
<td>385</td>
<td>114</td>
<td>06</td>
</tr>
</tbody>
</table>

Figure 1. Depicts the process of computing adaptive threshold and getting the average threshold which is the deciding parameter for the incorporation of blocks from the input images into the output image

2.2 Adaptive Block Size Adaptive Threshold Method (ABS-AT)

This algorithm is an enhancement to the FBS-AT algorithm. The basis of this enhancement was that if the images are divided into blocks of different sizes, means reduce the block size it may give different results. The algorithm goes as follows: The first iteration is carried out in the same way as described in FBS – AT. In the next iteration, the image is divided such that each block is subdivided by twice the number of divisions used in last iteration, i.e. each block of last iteration will be considered as 4 separate blocks. The mean of the differences of edge information from the two source images of these blocks is calculated and set as the new threshold [10]. The regions for which the adaptive threshold criteria is met are incorporated into the final fused image and remaining blocks are passed over to the next iteration. The upper bound on maximum number of divisions and/or minimum block size is set as a control parameter to conclude these iterations and move on to the next stage. At the end of all the iterations of step 2, the blocks for which no decision has been made are analyzed simply by comparing number of respective edge pixels, i.e., for each of these left-over regions, information is taken from the source image which contains higher edge information in that area [10].

2.3 Image fusion using adaptive thresholding and cross filtering

Select a source image clicked in two ways that is, having foreground in focus in the first image and having the background in focus in the second image. The images are then subtracted row wise and column wise. In the previous described algorithms, the images are cut in a definite way. In the FBS-AT algorithm, the images are cut in a definite number of parts, that is, 4 parts. This process was a bit modified in the second algorithm, the ABS-AT algorithm, where for every next iteration, every section was divided into the (previous number of sections * 4) subsections. Cutting the images row wise and column wise and obtaining the minima is a process which hasn’t been done until now and it optimizes the entire segmentation process. As a result, get a single matrix consisting of the row values and column values, then by summing column values it can achieve minima for column values only. Then by transposing that single matrix obtained earlier it can also achieve minima for row values by summing up the column values. After this procedure the minima of the row and column matrix obtained is then selected for cutting the two images respectively.

![Figure 2a](image1.png)  ![Figure 2b](image2.png)

Figure 2a: summing operation for column value  Figure 2b: summing operation for row value

Here it has need to perform summing operation column wise and the resultant is obtained below the fig 2 (a) matrix. As seen in the above fig 2 (a), out of all the 4 values obtained i.e. 9, 4, 12,11 of column number 1,2,3,4 respectively, and getting the minima value (4) for column 2, so select column number 2. Similarly performing the transpose of the matrix in fig 2 (a) and then obtaining the row values by performing the summing operation for the column matrix as in fig 3.10 (b). Now in fig 2 (b), out of all the 4 values obtained i.e. 15, 7,1,13 hence getting the minima value of (1) for column number 3. Now select the cutting parameter as (3, 2), as shown in the below figure by the concept of minima it can achieve smooth blending which can overcome the drawback of 2nd algorithm

![Figure 3](image3.png)

Figure 3. Depicts the differences obtained after subtracting the source images row wise and column wise. The minima from these is selected and the images are then cut in this way

![Figure 4a](image4a.png)  ![Figure 4b](image4b.png)

Figure 4a: minima section in first source image  Figure 4b: minima section in second source image

As seen in the above our original images are cut into 4 parts i.e. I, II, III, IV for respective two original images, take same part of both images i.e. first part of fig 4(a) and first part of fig 4(b), used as two different images and then apply Adaptive Block size and Adaptive Threshold (ABS-AT) method and put the decision in final fused image.
After doing this procedure, the minima are replaced by a maxima and new minima are selected. As shown in fig. 6 the all minima column value set as maximum value because of that it will not select again for iterative process. This marks the end of iteration one. This procedure is carried out for II, III, and IV parts respectively for two images and then whichever image is suitable as per decision between two images is taken as the final fused image. This process is carried out up to 100 iterations. Once the final output is obtained, cross filtering is done. The final image is then compared with the two source images. By this we get to know that significant data from which of the two source images is inculcated in the final image. Some regions of the final image are then replaced by the same regions from the source images. This improves the smoothness of the image. Bilateral filtering is a local, nonlinear and no iterative technique which combines a classical low-pass filter with an edge-stopping function that attenuates the filter kernel when the intensity difference between pixels is large. As both gray level similarities and geometric closeness of the neighbouring pixels are considered, the weights of the filter depend not only on Euclidian distance but also on the distance in gray/color space. The advantage of the filter is that it smoothes the image while preserving edges using neighbouring pixels. $A(x, y)$ is the unrecognized details of image A obtained by subtracting image A from fused image by algorithm of minima and $B(x, y)$ is the unrecognized details of image B.

$I(x, y)$ is the output of algorithm minima method and $I_1(x, y)$ original image 1 (background in focus) and $I_2(x, y)$ original image 2 (foreground in focus).

$$A(x, y) = I_1(x, y) - I(x, y)$$  \hspace{1cm} (1)

$B(x, y)$ is the unrecognized details of image B obtained by subtracting image B from fused image by algorithm of minima and $I(x, y)$ - output of minima method

$I_1(x, y)$ - original image 1 (background in focus)

$I_2(x, y)$ - original image 2 (foreground in focus).

$$C(x, y) = h_{GHPF}(x, y)A(x, y)$$  \hspace{1cm} (2)

where, $h_{GHPF}$ is the transfer function of Gaussian high pass filter.

$$|B(x, y) - C(x, y)| = A_D(x, y)$$

where, $A_D(x, y)$ is the detail of image A

$$D(x, y) = h_{GHPF}(x, y)B(x, y)$$

$$D(x, y) = \sum_{i=1}^{x} \sum_{j=1}^{y} h_{GHPF} (x - i, y - j) B(i, j)$$  \hspace{1cm} (3)

$A_D(x, y) = h_{GHPF} (x, y) \cdot A(x, y)$

where, $B_D(x, y)$ is the detail of image B

$$A_D(x, y)k_1 = wt_a(x, y)$$

$$B_D(x, y)k_1 = wt_a(x, y)$$

$k_1$ and $k_2$ are the constants

$$h_{GHPF} = 1 - e^{-D^2(x, y)2\sigma^2}$$
\[ F(i, j) = \frac{A(x, y)wt_x(x, y) + B(x, y)wt_y(x, y)}{wt_x(x, y) + wt_y(x, y)} \]

\( F(i, j) \) is the final output image

3. PERFORMANCE EVALUATION

The image quality evaluation methods that already exist can be divided into subjective and objective analysis. Subjective analysis basically involves taking the opinion of human observers involving the perceptual appeal of the fused image. The objective performance parameters are as follow:

1. Average Pixel Intensity (\( \mu \) or \( F \)): It is an index of contrast of the images

\[ \mu = \frac{\sum_{i=1}^{m} \sum_{j=1}^{n} f(i,j)}{mn} \]  

where \( f(i,j) \) is pixel intensity for position \( (i,j) \) of image \( F \)

2. Average Gradient (G): It is a measure of Sharpness and Clarity degree of the image.

\[ G = \sum_{i=1}^{m} \sum_{j=1}^{n} (f(i,j) - f(i+1,j))^2 + (f(i,j) - f(i,j+1))^2 \]  

3. Standard Deviation (SD or \( \sigma \)): It basically reflects the spread in the data in the image. This metric is more efficient in the absence of noise. It measures the contrast in the fused image. i.e. An image with high contrast would have a high standard deviation. The standard deviation (SD), which is the square root of variance, reflects the spread in the data. Thus, an image with high contrast would have a high standard deviation, and a low contrast image would have a low standard deviation.

\[ \sum_{i=1}^{m} \sum_{j=1}^{n} (f(i,j) - \bar{F})^2 \]  

where \( m \times n \) is the size of the image.

4. Entropy (H): This parameter evaluates the quantity of information present in the image. It is basically an index to evaluate the information quantity contained in an image. If the value of entropy becomes higher after fusing, it indicates that the information increases and the fusion performances are improved. Entropy is represented by the mathematical formula:

\[ H = \sum_{i=0}^{G} p(i) \log_2 \{ p(i) \} \]

where \( G \) is the number of gray levels in the image’s histogram (255 for a typical 8-bit image), and \( p(i) \) is the normalized frequency of occurrence of each gray level.

5. Mutual Information (MI) or Fusion Factor: It is the measure of the correlative information content in fused images with respect to source images. This is very similar to mutual information. Suppose let us consider A and B be the source images and let F be the fused image. When no reference images are available, fusion assessment is performed as follows:

\[ MI_{ab} = \sum_{a} \sum_{b} p_{ab}(a,b) \log_2 \left( \frac{p_{ab}(a,b)}{p_a(a)p_b(b)} \right) \]

\[ MI'_{ab} = MI_{ab} + MI_{wg} \]

where \( MI_{ab} \) and \( MI_{wg} \) quantify mutual information between source A and fused image F and source image B and fused image F respectively. \( MI'_{ab} \) is the overall mutual information between source images and fused image. Larger value of mutual information gives the better fusion results.

6. Fusion Symmetry (FS): It is an indication of how symmetric the output image is with the input image. If the final fused image is equally symmetric to both the source images, value of fusion symmetry will be closer to 2 and the quality of fusion will be better

\[ FS = 2 - |M_{I_{ab}}(F) - M_{I_{af}} + M_{I_{bf}}| - 0.5 \]

7. Normalized Correlation (CORR): It is a measure of relevance of fused image to source images.

\[ \rho_{ab} = \frac{\sum_{i=1}^{m} \sum_{j=1}^{n} (f(i,j) - \bar{F}) (g(i,j) - \bar{G})}{\sqrt{\left( \sum_{i=1}^{m} \sum_{j=1}^{n} (f(i,j) - \bar{F})^2 \right) \left( \sum_{i=1}^{m} \sum_{j=1}^{n} (g(i,j) - \bar{G})^2 \right)}} \]

where \( r_{af} \) and \( r_{bf} \) represents normalized between source images and fused image and correlation stands for over average normalized correlation.

8. Petrovic Metric Parameter QABF: It is an index of edge information preservation.

9. Petrovic Metric Parameter LABF: It is a measure of loss of edge information.

10. Petrovic Metric Parameter NABF: It is a measure of noise.

4. DISCUSSION

The database used for fusion purpose which has been made freely available for research purposes like laboratory for image and video engineering (LIVE) [11], imagefusion.org. After experimenting several standard test pair of multifocus images, finally calculated the Average Pixel Intensity, standard deviation, entropy, average gradient, mutual information, fusion symmetry, normalized correlation and petrovic metric parameter and all these parameters have been represented in Table 2 also in graphical form shown in Figure 9a, 9b, 9c. In the multifocus image fusion there is various standard test pairs (512 X 512) of multifocus images which were provided by online resource for research in image fusion (http://www.imagefusion.org). As shown in above table, the parameters for performance evaluation have been calculated for five standard test pairs. Average pixel intensity for pen test pair is maximum in comparison with the other test pairs. The result achieved is better in our algorithm than existing ones which are discussed below for fusion symmetry, correlation and petrovic metric parameters other than first five parameter.
5. CONCLUSION

The proposed fusion technique is well suited for fusion of multifocus images in spatial domain. Through the experiments conducted on standard test pairs of multifocus images, it was found that the proposed method has shown superior performance in most of the cases as compared to previous methods in terms of subjective and objective analysis parameters. The major achievements of the proposed method are minimum artifacts (lowest NABF) and maximum edge preservation (highest QABF). This is a significant achievement, as artifacts may lead to wrong interpretations which can be catastrophic, especially in applications like surveillance where it can result into false alarms.

For future research remaining the performance of proposed method could be improved by exploring entropy, symmetry between source images and fused image, correlation and standard deviation compared to other methods. As per our project objective i.e. aimed to achieve a multifocus image that is clear for human visual perception and that has been achieved.

Table 1: Performance comparison of fusion results for ‘clock’ pair

<table>
<thead>
<tr>
<th></th>
<th>$\mu$</th>
<th>$\sigma$</th>
<th>H</th>
<th>G</th>
<th>MI</th>
<th>FS</th>
<th>CORR</th>
<th>QABF</th>
<th>LABF</th>
<th>NABF</th>
</tr>
</thead>
<tbody>
<tr>
<td>FBS-AT</td>
<td>96.646</td>
<td>47.941</td>
<td>7.263</td>
<td>5.126</td>
<td>7.3</td>
<td>1.872</td>
<td>0.978</td>
<td>0.69</td>
<td>0.161</td>
<td>0.0003</td>
</tr>
<tr>
<td>ABS-AT</td>
<td>96.671</td>
<td>50.739</td>
<td>7.278</td>
<td>5.34</td>
<td>5.425</td>
<td>1.582</td>
<td>0.978</td>
<td>0.705</td>
<td>0.141</td>
<td>0.001</td>
</tr>
<tr>
<td>Proposed Technique</td>
<td>92.40</td>
<td>49.25</td>
<td>7.24</td>
<td>4.06</td>
<td>3.50</td>
<td>1.9625</td>
<td>0.9880</td>
<td>0.8968</td>
<td>0.1028</td>
<td>0.0002</td>
</tr>
</tbody>
</table>
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