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ABSTRACT 
Text categorization is the task of assigning text or documents 

into pre-specified classes or categories. For an improved 

classification of documents text-based learning needs to 

understand the context, like humans can decide the relevance 

of a text through the context associated with it, thus it is 

required to incorporate the context information with the text in 

machine learning for better classification accuracy. This can 

be achieved by using semantic information like part-of-speech 

tagging associated with the text. Thus the aim of this 

experimentation is to utilize this semantic information to 

select features which may provide better classification results. 

Different datasets are constructed with each different 

collection of features to gain an understanding about what is 

the best representation for text data depending on different 

types of classifiers.   

General Terms 
Text Classification  

 Keywords 

Context, POS tagging, semantic information, text 

categorization 

1. INTRODUCTION 
The rebellious expansion of the internet has led to a great deal 

of interest in developing useful and efficient tools and 

software to assist users in searching the Web.  

Most of the information content available on the internet is in 

the form of text data hence it is imperative to deal with text 

data. Text mining generally refers to the process of extracting 

interesting and non-trivial information and knowledge from 

unstructured text. Text categorization is a crucial research 

field within text mining. The crucial objective of text 

categorization is to recognize, understand and organize the 

volumes of text data or documents. The main issues are the 

complexity of natural languages and the extremely high 

dimensionality of the feature space of documents that 

convolute this classification problem. Thus machine learning 

has a dual role: Firstly we need an efficient data representation 

to store and process the massive amount of data, as well as an 

efficient learning algorithm to solve the problem. Secondly, 

the accuracy and efficiency of the learning model should be 

high to classify unseen documents. The momentous 

advantages of this approach over the knowledge engineering 

approach (consisting of manual definition of a classifier by 

domain experts) are a very good efficacy, significant savings 

in terms of expert manpower, and the possibility of easy 

generalization (i.e. easy portability to different domains) [1]. 

The process of text categorization can be broadly understood 

through the steps shown in Figure 1.The document set first 

needs to be converted to a representation suitable for 

classification which requires a sequence of steps that have 

been discussed in detail in the literature survey. 

 

Figure 1: The process of text categorization 

After this step the classifier can be trained and hence 

evaluated later for unseen data samples. Thus the main issues 

are concerning three different problems, viz. data 

representation, classifier training and classifier performance 

evaluation. These tasks actually form the main phases of the 

life cycle of a text classification system and are discussed 

briefly ahead. 

2. LITERATURE SURVEY 
A number of experiments have been performed to tackle the 

issues in text categorization. Here we can throw some light 

upon the subtasks involved in the process of text 

categorization along with the experiments done by many of 

the researchers: 

2.1 Document Preprocessing 
A document by itself is just a collection of words and hence 

needs to be first preprocessed and converted into a form where 

it is usable as a dataset by a classifier generating algorithm. 

Hence a document or text is usually represented by an array of 

words called the feature set. So a document can be presented 

by a binary vector, assigning the value 1 if the document 
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contains the feature-word or 0 if the word does not appear in 

the document. The basic steps that are part of the pre-

processing stage are: 

 2.1.1 Tokenizing the text  
The task of converting a text into tokens (called words or 

terms), which are then usable as features for classifier 

development. 

2.1.2 Stop words removal  
Not all of the words presented in a document can be used in 

order to train the classifier. There are futile words such as 

auxiliary verbs, articles and conjunctions, which are not useful 

for the classification process, such words are called 

stopwords. There exist many lists of such words, which are 

removed as a part of the pre-processing task.  

2.1.3 Stemming Words 
In order to reduce the size of the initial feature set, it is 

required to remove misspelled or words with the same stem. A 

stemmer, which performs stemming actually removes words 

with the same stem and keeps the stem or the most common 

of them as feature. For example, the words “train”, “training”, 

“trainer” and “trains” can be replaced with “train”. The 

Porter‟s Stemming Algorithm is the most commonly used 

algorithm for word stemming in English [2]. 

2.1.4 Part-of-Speech Tagging 
The process of assigning a part-of-speech or lexical class 

marker to each word in a corpus is called part-of-speech 

tagging. Words in a natural language tend to somehow behave 

alike e.g. appear in similar contexts, perform similar functions 

in sentences or undergo similar transformations, thus words 

may belong to certain classes. There are 9 traditional word 

classes for part-of-speech like noun, verb, adjective, 

preposition, adverb, article, interjection, pronoun, conjunction 

etc. 

The traditional activities of stop words removal and stemming 

were the first most approaches for reducing the total number 

of words which will be used as features, whereas the process 

of part-of-speech tagging helps to identify features with the 

help of semantic information. 

2.2 Document indexing 
Document indexing denotes the activity of mapping a 

document dj into a compact representation of its content that 

can be directly interpreted  

(i) by a classifier building algorithm (during the training 

phase) and  

(ii) by a classifier, once it has been built (during the 

testing phase). 

The document indexing procedure needs to be uniformly 

applied to training, validation and test documents. The choice 

of a representation for text depends on what one regards as the 

meaningful constituent of text (the problem of lexical 

semantics) and the meaningful natural language rules for the 

combination of these entities (the problem of compositional 

semantics). An indexing method is characterized by a 

definition of what a term is and a method to compute term 

weights [3]. 

2.3 Data Representation Models 
After converting an unstructured data into a structured data, 

we need to have an effective document representation model 

to build an efficient classification system. There are a number 

of representation techniques that have evolved over through 

research work done by various researchers in diverse domains. 

The various data representation models that have been 

proposed: Bag of Word (BoW) or Vector Space Model 

(VSM), term weighting approach [4][5], n-grams and n-

multigrams approach[6], n-gram graph model[7], keywords or 

key-phrases approach, Latent Semantic Indexing (LSI)[8], 

Concise Semantic Analysis (CSA)[9], Rich Data 

Representation (RDR)[10]. 

The major drawbacks of the earliest, most popular and 

simplest VSM model are: high dimensionality of the 

representation, loss of semantic relationship that exist among 

the terms in a document and  loss of correlation with adjacent 

words. This lead to different approaches proposed to 

incorporate semantic information to text representation some 

of them used a different approach of associating context 

information with words while others took the aid of 

background knowledge bases such as WordNet and ODP2.  

There are other research works done which try to utilize both 

syntactic as well as semantic information [11] to enhance the 

text categorization performance further. There are still other 

representation methods, one of which is an extension of the 

vector model adjusting the calculation of the tf*idf by 

considering the structural element instead of whole document 

is proposed in [12]. A remarkable improvement in precision, 

recall and F1-measures with the consideration of content and 

structure of the documents has been shown in the 

classification progress. A comparison of the Part of Speech 

(POS) Tagging and the use of WordNet features: synonyms, 

hypernyms, hyponyms, meronyms and topics have been 

performed with respect to a single classifier in [13]. To 

eliminate the ambiguity, a disambiguation method is proposed 

that gains better results, especially in Micro-F measure. A 

fusion of rule based approach and context association has 

been proposed in [14]. Apriori algorithm is used to find 

frequent words and frequent pattern of combination of words 

to identify context of terms and also help in enhancing 

classification efficiency. The relationship among words is 

used to derive the context of the words and hence the context 

of the document itself.  

2.4 Dimensionality Reduction 
A dimensionality reduction phase is often applied so as to 

reduce the size of the document representations. This has both 

the effect of reducing overfitting (i.e. the tendency of the 

classifier to better classify the data it has been trained on than 

the new unobserved data), and to make the problem more 

manageable for the learning method, since most of the 

learning algorithms are not easily scalable to large problem 

sizes. Dimensionality reduction is often performed through 

two types of approaches: 

2.4.1 Feature Selection 
The number of features representing the documents can be 

reduced by keeping only those which are most effective for 

the classification process and eliminating most of the features 

which are either irrelevant for classification or dependent on 

other features. The goal is to reduce the curse of 

dimensionality to yield improved classification accuracy and 

also the time consumption due to unnecessary processing. The 

methods for feature subset selection for text document 

classification task employ an evaluation function that is 

applied to each single word also known as terms. Tally of 

individual words can be performed using some of the 

measures like: document frequency, information gain, term 

strength, mutual information, χ2 (Chi Square) statistics and 

many other such measures [15].The one thing that is common 

to all of these feature-scoring methods is that they wrap up by 
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ranking the features by their autonomously determined scores, 

and then select the best scoring features. Since there is no 

distinct metric that performs constantly better than all others, 

researchers often combine two metrics in order to benefit from 

both metrics [2].A few newly designed feature selection 

measures have also been proposed in [16] and have shown 

remarkable improvement in the classification performance. 

2.4.2 Feature Transformation 
A set of “artificial” terms is generated from the original term 

set in such a way that the newly generated features are both 

fewer in count and stochastically more independent of each 

other than the original ones and also provide a better 

classification parameter. Principal Component Analysis 

(PCA) is a well known method for feature transformation [2]. 

Another method based on PCA, which further reduces the size 

of representation is named Latent Semantic Indexing 

(LSI)[17], its origin has been in information retrieval 

community. Another approach called Linear Discriminant 

Analysis (LDA) has become a kind of popular dimension 

reduction method for pattern recognition [18]. Among the 

other efforts was to enhance efficiency of text categorization 

through summarization, to reduce both the dimensionality and 

the time take to process the data [19], [20].  

2.5 Classifier Construction 
A number of methods have been studied in the literature and 

utilized for document classification like decision tree 

classifiers[17], Naïve Bayes classifier[17], Rocchio‟s 

algorithm[21], Winnow algorithm[21], Sleeping Experts 

algorithm [21], k-nearest neighbour classifier[17], Support 

Vector Machines [22][23] and neural networks [24][25] etc. A 

few experiments also suggest enhancements on existing 

traditional algorithms like k-NN [10][26]. There are a number 

of other classifiers that have been used for experimentation, 

like centroid based classifiers and associative classifiers and a 

few others that have been discussed in [27][28], a few 

approaches involving use of hybrid techniques[29]. Apart 

from traditional classifiers there have been various 

experiments with the concept of combining classifiers [30] to 

form ensembles as a new direction for the improvement in 

performance of classification through individual classifiers. 

The employment of different base learner processes and/or 

different combination schemes [31] leads to different 

ensemble methods. There are many effective ensemble 

methods out of which three most popular methods are 

bagging, boosting, and stacking (or generalization)[32].  

2.6 Classifier Evaluation 
In text categorization research, effectiveness is considered the 

most important criterion, since it is the most reliable one when 

it comes to experimentally comparing different learners or 

different text categorization methodologies, given that 

efficiency depends on too volatile parameters (e.g. different 

software and/or hardware platforms). In text categorization 

applications, however, all three parameters are important, and 

one must carefully look for a trade-off among them, 

depending on the application constraints. There are a number 

of factors to evaluate the performance of the learned classifier 

e.g. the training time, the testing time, the accuracy, precision, 

recall etc. There are a number of basic measures like 

sensitivity, specificity, recall, precision. Apart from these 

basic measures other measures can be derived using the 

relationship among these basic measures. Some of the more 

popularly used measures that are widely used for estimating 

the performance of the classification system are: Accuracy, 

F1- measure, Fß –Measure [33], Macro-average measure and 

Micro- average measure etc. [34]. The F1-measure balances 

recall and precision in a way that it gives them equal weight. 

Its score is maximized when the values of recall and precision 

are equal or close; otherwise, the smaller of recall and 

precision dominates the value of Fl. For evaluating 

performance average across categories, there are two 

conventional methods, namely macro-averaging and micro-

averaging. Micro-average performance scores give equal 

weight to every document, and are therefore considered a per-

document average, while macro-average performance scores 

give equal weight to every category (or class), regardless of its 

frequency, and is therefore a per-category average[23].  

     Macro-average F1      =      1/N (N
i=1  Fi )                       (1) 

Where Fi is defines as: 

                             Fi        =       2 x Precisioni  x Recalli         (2) 

                                     (Precisioni + Recalli) 

Where Fi is F-measure for class „i‟ when total number of 

classes is N and Precisioni & Recalli are precision and recall 

for each class „i‟. 

     Micro-average F1       =     2  x Precision x Recall           (3) 

                                   (Precision + Recall) 

Precision and recall are calculated using the below formulae: 

           Precision           =              TP                                (4)          

                                                     (TP +FP)        

          Recall               =              TP     ,                          (5) 

                                                     (TP+FN) 

Where  

TP: True Positives  

FP: False Positives  

FN: False Negatives 

In earlier research work many experiments have been 

conducted where different algorithms have been used with 

different data representation schemes and for different 

datasets a few performances are summarized in the Table 1. 

3. PROPOSED WORK 
From the literature survey it is quite evident that a number of 

classifiers have already been experimented for the text 

classification. Our aim is to use classifiers of varied 

background like SVM, Naïve Bayes, k-NN classifiers which 

are already known to provide better performances for text 

classification. Also ensemble methods like decision tree 

ensemble and SVM ensemble can be used to obtain a better 

understanding about the effects of using a different data 

representation on the performance of various classifiers. Our 

aim is to design a feature set using semantic information in the 

text data to select features that help enhance the classification 

accuracy. 
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Table 1.  Comparison of performances of different 

algorithms on three different datasets 

 

Due to the enormous amount of information available in the 

form of digital documents on the internet, there is an eminent 

need to have a system which can efficiently process the 

documents such that has the capability to reduce the number 

of features and still provide a high degree of  accuracy. For 

machine learning to be as close as possible to humans‟ process 

of identifying documents classes, the approach needs to be 

close to how humans decide on the question of classification 

of documents. Most humans can decide on the class of a 

document based on observing the words in the document, 

which mainly consist of nouns, verbs and adjectives 

associated with those nouns. A similar approach has been 

proposed by using POS (part-of-speech) tagging where words 

in documents can be identified by machine through the tags 

attached to them by the POS tagger. 

The First important step in text categorization is text pre-

processing, which involves cleaning data available in the 

dataset so that it can be processed easily. This may require 

removing tags and other unnecessary information in the 

dataset files i.e. removing noise from the documents. Next 

steps are stop words removal and stemming, which are 

required again to reduce unimportant words and squeeze the 

words with same stem to represent the stemmed words. For 

our experiment we use the Reuters-21578 Dataset, which is a 

standard dataset for text classification experiments. Apart 

from the basic steps of preprocessing our aim is to incorporate 

some semantic information with the tokens, and for this 

purpose Part-Of-Speech Tagging (POS Tagging) is the 

method to be utilized. Stanford Log-linear Part-Of-Speech 

Tagger by The Stanford Natural Language Processing Group 

has been utilized for POS Tagging. 

3.1 Mathematical Model 
Following is the relevant mathematics related to the proposed 

system and that is represented by set theory:  

Let the System be S where 

S= {I, O, F, C} 

Where, 

 I = Set of inputs  

O = Set of output  

F = Function of implementation  

C = Set of constraints and assumptions  

I = {D}, Where, D  is a collection of input documents  

               D = {D1, D2, D3... Dn} 

Each Di is represented as a vector of term weights of the form 

Di = {tw1, tw2, tw3… twm} 

O = {S |where S is a set of datasets obtained by choosing 

different semantic components out of Documents} 

F = {F1, F2, F3, F4} is a set of functions which comprise the 

total functionality of the system, where: 

F1 = Preprocessing of set of Input documents  

F1 = {I, F1a, F1b | I = input documents,  

                            F1a =Noise removal, 

                            F1b =POS Tagging}  

F2 = Feature Extraction 

F2 = {F2a | F2a = Feature Set generation}    

F3 = Document Indexing 

F3 = {F3a | F3a = Feature Vector generation or Document  

                           Indexing} 

F4: Performance evaluation on WEKA classifiers 

Constraints: 

I ϵ Reuters 21578 Dataset 

F1 is designed as per the structure of I 

WEKA Classifiers have been used for performance 

analysis.  

Tables 2 and 3 shown below provide a brief idea about the 

environment required for the development of the proposed 

work. 

Table 2. Software Requirements 

Operating System Min 32-bit (Windows XP or above) 

Programminng 

Language 

Java 

JDK 1.6 ( or above) 

IDE Eclipse for Java 

Tools  WEKA (3.7.11) for evaluating 

resulting datasets.  

Table 3. Hardware Requirements 

Processor   P-IV or above 

RAM Min 2GB 

HDD Min 20 GB 
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Figure 2: System Architecture 

4. RESULTS 

4.1 Dataset 
The Reuters 21578 dataset has been used as input document 

set to be classified. It is a standard dataset used in many of the 

earlier research experiments for text classification. The 

Reuters-21578 Distribution 1.0 is scattered among a collection 

of 22 files. The first 21 files of this collection (reut2-000.sgm 

through reut2-020.sgm) contain 1000 documents, while the 

last (reut2-021.sgm) contains 578 documents [35]. The 

Reuters collection contains a variety of documents like multi-

label classified documents as well as documents belonging to 

single category/label only, while for this experimentation 

work, files with single category labels only are considered.  

For the Reuters-21578 collection the documents are Reuters 

newswire stories, and the categories are five different sets of 

content related categories.  For each document, a human 

indexer decided which categories from which sets a particular 

document belonged to.  The category sets are illustrated in  

Table 4. More details about this document collection can be 

obtained from [35]: 

 

Table 4. Category sets of Reuters-21578 collection [35]. 

Number of  

Category Set 

 

Number 

of 

Categories 

 

Number of 

Categories 

w/1+ 

Occurrences 

Number of 

Categories  

w/20+ 

Occurrences 

EXCHANGES 39 32 7 

ORGS 56 32 9 

PEOPLE 267 114 15 

PLACES 175 147 60 

TOPICS 135 120 57 

Only the top 10 categories of the TOPICS category set were 

selected out of the collection consisting of 135 categories in 

all. Thus the selected categories for this experiment are „earn‟, 

„acq‟, „money-fx‟, „grain‟, „crude‟, „trade‟, „interest‟, „ship‟, 

„corn‟ & „wheat‟. While „earn‟ is the category with highest 

number of documents out of these whereas „corn‟ and „wheat‟ 

are actually coinciding categories with category „grain‟, thus 

the last two categories do not have any document belonging to 

single class label only. 

4.2 Result Set 
The original file from the Reuters dataset were processed 

through Java programs for removing tags and other 

unnecessary information which is not helpful for the 

classification experiments done for this project work. Initially 

after removing tags and other irrelevant information the files 

were processed to extract single label documents of ten largest 

categories in the dataset in TOPICS category set. 

The original structure of the document before any 

preprocessing operations is shown in the Figure 3. 

 

Figure 3: Structure of a single document in the original 

data file 

After data cleaning, the collection of original dataset files 

were transformed into a collection of 8 files containing the 

documents for each single category in a single file, since out 

of the top 10 categories of the collection only 8 of these 

categories have documents with single classification label. 
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Thus a subset of the Reuters-21578 collection was obtained 

for experimentation. 

The POS (part-of-speech) tagging requires complete sentences 

to be tagged in order for the correct part-of speech to be 

identified hence after extracting documents of interest POS 

(part-of-speech) tagging was performed on the original files 

with only tags and extra information removed. This resulted in 

POS tags attached to each word in the document which can be 

shown in the Figure 4. 

 

Figure 4: Document after POS Tagging  

After POS tagging of the documents five different datasets 

were formed by obtaining: 

 only verbs, 

 only nouns,  

 nouns and verbs, 

 nouns, verbs and adjectives,  and 

 nouns, verbs, adjectives and adverbs 

The previous step gives five different dataset representations 

for the same set of documents chosen for the experiment. 

After this step of segregation into five different sets, unique 
words were chosen for each set separately and these unique 

words were then used as features for the classification process. 

Thus for generating the .arff files term frequency has been 

used as a measure and a lower cut-off has been used to 
eliminate words which appear in less than 5% of the total 

number of documents used in the classification process. 

 This resulted in five different datasets of documents to be 

processed in .arff (attribute relationship file format) format 

and these different data representations were then compared 

and analysed. The classification was performed using 

predesigned classifiers available in WEKA tool (version 

3.7.11).A variety of classifiers were chosen to evaluate the 

performance in order to observe the behaviour of the dataset 

among different classes of classifiers. The different classifiers 

that were utilized are: 

 Naive Bayes Classifier  

 SMO Algorithm (polyKernel ) 

 1-Nearest Neighbour Algorithm , 

 Random Committee Algorithms, 

 Decision Table Classifier, 

 PART 

 J48 Classifier 

 Random Forest Classifier 

 MultiLayer Perceptron 

A graph representing the performance summary of the 

obtained datasets is shown in figure 5. The graph is plotted 

between microaveraged-F1 values along the y-axis and the 

various classifiers on the x-axis for all five datasets. 

 

Figure 5: Performance Summary 

A table showing the micro-averaged F1and macro-averaged 

F1 values for the various classifiers used for evaluation shows 

that consistently best performing dataset is the one with 

combination of nouns, verbs, and adjectives of the documents 

(see Table 5). 

Table 5. micro-averaged and macro-averaged F1 values 

for consistently best performing dataset 

Classifier Name Micro-average 

F1 values 

Micro-average 

F1 values 

Naive Bayes 

Classifier 
0.845 0.670 

SMO Algorithm 

(polyKernel ) 
0.930 0.788 

1-Nearest Neighbour 

Algorithm 
0.998 0.993 

Random Committee 

Algorithms 
0.998 0.993 

Decision Table 

Classifier 
0.876 0.618 

PART 0.975 0.924 

J48 Classifier 0.955 0.841 

Random Forest 

Classifier 
0.996 0.989 

MultiLayer 

Perceptron 
0.841 0.434 
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5. CONCLUSION AND FUTURE WORK 
Although the field of Text categorization has seen many 

innovations to enhance the accuracy and efficiency of the 

classification task, there are still many avenues of further 

exploration. A new data representation approach is proposed 

in order to achieve enhanced classification accuracy with the 

help of semantic information in the text data. This approach is 

quite closer to human approach of classification by observing 

the features which are words of the documents and mostly 

these words are nouns verbs and adjectives in the documents. 

The performance of a dataset consisting of a combination of 

nouns, verbs and adjectives in the documents has shown a 

consistently high classification performance in terms of 

micro-averaged F1 measure. The best dataset yielded a correct 

classification percentage of almost 99.8% which seems like a 

promising performance. 

Further learning performance can be enhanced with the use of 

combination approaches like using a combination of data 

representation and feature selection techniques.  Adaptive 

learning which helps in building the knowledge base and also 

uses the information stored in the knowledge base is another 

avenue of research in text classification. The context 

identification of text data is still a field to be further explored. 
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