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ABSTRACT
Among many biometrics approaches, iris recognition is known for its high reliability, but as databases grow ever larger, an approach is needed that can reduce matching time. This can be easily achieved by using iris classification. This paper presents fractal dimension box counting method for classifying the iris images into four categories according to texture pattern. Initially eye image is localized by using random circular contour method than a preprocessed flat bed iris image of 256 x 64 size is generated, which is further divided into sixteen regions. Eight regions are drawn from the middle part of the iris image. The remaining eight regions are drawn from the bottom part of the iris image. From these sixteen regions sixteen 32x32 image blocks are generated. To calculate the fractal dimensions of these image blocks box counting method is used. This produces sixteen fractal dimensions. The mean values of the fractal dimensions of the two groups are taken as the upper and lower group fractal dimensions; respectively. The double threshold algorithm uses to classify the iris into the four categories. Performance of the implemented algorithms have been evaluated using confusion matrix and experimental results are reported. The classification method has been tested and evaluated on CASIA V1 iris database.
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1. INTRODUCTION
The iris classification and indexing can be used to filter the search space during identification process and are still considered as interesting but difficult problem in image processing.[1][2] Suppose there are a finite number of iris classes \( C_i, i = 1, 2, 3, \ldots, n \) and a number of training samples of each class are available. Based on the information extracted from the training samples, a decision rule is designated which classifies a given sample of unknown class into one of the \( n \) classes. To design an effective algorithm for iris classification, it is essential to find a set of iris textural features with good discriminating power.[3][4] Very few techniques for classifying iris images have been proposed in the literature that characterizes the features based on frequency contents and orientation of different iris textures. These methods characterize the spatial frequency contents, but do not consider the information in the spatial domain.[5] Information regarding the spatial frequency alone is not adequate enough in many cases, especially when the iris textures are non-stationary. The non-stationary behavior of the iris textures is due to local variation in size, orientation and frequency of the texture elements.[6] For analyzing such textures of irises, one has to take into consideration the spatial as well as spatial frequency characteristics of the iris image. In such cases, feature extraction method should yield a spatial/spatial-frequency representation that is orientation-sensitive.[7][8] These methods overcome lack of locality in the frequency analysis methods. The fractal dimension has been used in image classification to measure surface roughness where different natural scenes such as mountains, clouds, trees, and deserts generate different fractal dimensions.[9][10][11] The box counting method is widely used for classification, as it can be computed automatically and can be applied to patterns with or without self-similarity.

The input iris image have been classified by using a fifteen step algorithm as below:

Step 1: Read original eye image from CASIA V1 database
Step 2: Marked random circular contour and formation of circular pseudo image.
Step 3: This circular pseudo image is then convolved with the eye image from the database.
Step 4: Formation of Binary Pupil Image
Step 5: Alignment of iris in the center of the frame
Step 6: Formation of semi-circular limbus after gray level slicing.
Step 7: Localized iris by marking pupillary and sclerical boundaries.
Step 8: Iris after removal of the eyelids.
Step 9: Extraction of flat bed iris for the region closer to the pupil
Step 10: Formation of Estimated background illumination iris image
Step 11: Enhanced unwrapped iris image of 256 x 64 image block..
Step 12: Separate the iris image into sixteen image blocks measuring 32 x 32 pixels.
Step 13: Calculate the fractal dimension using the box-counting method and obtain two mean fractal dimensions values.
Step 14: Using double threshold algorithm classify the iris images into one of the defined categories.
Step 15: A more detailed analysis of the behavior of a classifier can be obtained by examining the confusion matrix.
2. IRIS LOCALIZATION
2.1 Circular Iris localization using Random Circular Contour Method

In this method, initially any random circular contour is marked which contains iris and pupil region to eliminate the remaining portion of the eye. A circular pseudo image is formed of the desired diameter. The inside region of the circle is set at gray level ‘1’ (white) and the outside region to ‘0’ (black). The diameter selected empirically in such way that the circular contour will encircle the entire iris. This diameter selection is crucial as it should be common for all iris images. This circular pseudo image is then convolved with the eye image from the database. Thus when the product of the gray levels of the circular pseudo image and the original iris image has been taken, the resultant image will have the circular contour enclosing the iris patterns and the outside of the circular contour will be at gray level ‘0’ (black).

The results for marking random circular contour have been illustrated in Figure 1.

![Figure 1. Formation of random circular contour around the iris (a) original eye in CASIA database (01_1_2.bmp), (b) marked random circular contour.](image)

The resultant image Figure 1. (b) is the partial localized iris image. And the other task is to move this circular contour in such a way that it is concentric with the pupil. This alignment is required since minor shifts often occur due to offsets in the position of the eye along the camera’s optical axis. So before pattern-matching, alignment is carried out. The limbus and pupillary boundary of the iris are concentric about the pupillary center.

To determine the pupillary centere we used point image processing techniques such as thresholding and gray-level slicing (without the background) on the resultant partially localized image to eliminate the other features of eye except the pupil of the eye. The pupil of the eye is set at gray level ‘0’ (black) and rest of the region is set at ‘255’ (white). The resultant pupil image has been illustrated in Figure 2.

![Figure 2. Pupil Image of the random circular contour around the iris.](image)

Then the resultant pupil image is scanned row-wise to determine the number of pixels having gray level ‘0’ in each row and the maximum count have been considered as the diameter of the pupil along the row. Now scanning the resultant pupil image column-wise, a counter will count the number of pixels having gray level ‘0’ in each column and the maximum count has been considered as the diameter of the pupil along the column. Taking the average of the two, we have obtained the average of the pupil diameter.

Next step involves determining the center of the pupil. This is done by finding the row and column having the maximum number of pixels of gray level ‘0’ (black), which corresponds to the center of the pupil. Knowing the center of the pupil, we now shift the center of the circular contour to the center of the pupil. The resultant image will have the pupil and the iris regions concentric with the circular contour. The image obtained from the circular contour encircling the pupil and the iris is not at the center of the frame. So the step in the alignment involves shifting the circular contour to the center of the frame. Knowing the center of the frame and the center of the circular contour, the difference in the two centers can be determined.

Using this difference, gray level shifting on the image has been carried out appropriately. The resultant image will have the center of the circular contour coinciding with the center of the frame. This has been illustrated in Figure 3.

![Figure 3. Centrally shifted random circular contour around the iris.](image)
In order to determine the limbus diameter we have used image point processing operators, mainly gray level slicing with and without the background and a digital negative, we obtain only the iris at gray level '0' (black) and the remaining portion of the image is at gray level '255' (white). The shape of the limbus in this case can be considered to be semi-circular as shown in Figure 4.

![Figure 4. Semi-circular limbus after gray level slicing.](image)

Now scanning row-wise, a counter determines the number of pixels having gray level '0' (black) in each row and the maximum count can be considered as the diameter of the limbus along the row. Now scanning column-wise, a counter determines the number of pixels having gray level '0' (black) in each column and the maximum count can be considered as the radius of the limbus. Doubling gives the diameter of the limbus along the column. Taking the average of the two, we get the average limbus diameter. Then, the ratio of the limbus diameter and the pupil diameter is determined which is the basis of the first criterion in identification / comparison of the iris.

Finally, the result of iris localization of the eye with iris (limbus) and pupil are circled correctly in the aligned iris image has been demonstrated in Figure 5.

![Figure 5. Aligned Iris in eye marked with circles for iris and pupil boundaries.](image)

The eyelids/eyelashes are occluding part of the iris, so only the portion of the image below the upper eyelids and above the lower eyelids are included.[14] Thus removing the portion of the iris occluded by the eyelids/eyelashes is the next task to perform. Figure 6.

![Figure 6. Resultant iris after removal of the eyelids / eyelashes.](image)

### 2.2 Flat Bed Iris Localization

The homogenous rubber sheet model takes into account pupil dilation and size inconsistencies in order to produce a normalized representation with constant dimensions. In this way the iris region is modeled as a flexible rubber sheet anchored at the iris boundary with the pupil centre as the reference point. Even though the homogenous rubber sheet model accounts for pupil dilation, imaging distance and non-concentric pupil displacement, it does not compensate for rotational inconsistencies.[15]

The dimensional inconsistencies between eye images are mainly due to the stretching of the iris caused by pupil dilation from varying levels of illumination. Other sources of inconsistency include, varying imaging distance, rotation of the camera, head tilt, and rotation of the eye within the eye socket.[16] Another point of note is that the pupil region is not always concentric within the iris region, and is usually slightly nasal. This must be taken into account if trying to normalize the ‘donut’ shaped iris region to have constant radius.

We can remap each point within the iris region to a pair of polar coordinates \((r, \theta)\) where \(r\) is on the interval \([0, 1]\) and \(\theta\) is the angle between \([0, 2\pi]\). Figure 7. shows simple implementation of the iris unwrapping.

![Figure 7. Implementation of iris unwrapping.](image)
The remapping of the iris region from \((x, y)\) Cartesian coordinates to the normalized non-concentric polar representation is modeled as,

\[
I(x(r, \theta), y(r, \theta)) \rightarrow I(r, \theta)
\]

(3.5) with

\[
x(r, \theta) = (1 - r)x_p(\theta) + r x_1(\theta)
\]

(3.6)

\[
y(r, \theta) = (1 - r)y_p(\theta) + r y_1(\theta)
\]

(3.7)

where,

\[
I(x, y)\] is the iris region image,

\((x, y)\) are the original Cartesian coordinates,

\((r, \theta)\) are the corresponding normalized polar coordinates,

\([x_p, y_p] \) are the coordinates of the pupil, and

\([x_1, y_1] \) are the iris boundaries along the \(\theta\) direction.

The iris region closer to the pupil and sclera contributes the least to the discriminating information contained within the iris.[17] Also this region rarely occluded by eyelids and eyelashes.[18] So we extract the flat bed iris for the region closer to the pupil as illustrated in Figure 8.

![Figure 8. Extraction of flat bed iris for the region closer to the pupil.](image)

This estimated background illumination is subtracted from the unwrapped normalized image to compensate for a variety of lighting conditions.[16] Then we enhance the lighting corrected image by means of histogram equalization in each \((32 \times 32)\) region. Such processing compensates for non-uniform illumination, as well as improving the contrast of the image. Figure 10.

![Figure 10. Enhanced unwrapped iris image.](image)

### 3. Iris Classification Using Fractal Dimension Box Counting Method

In the box-counting method, an image measuring size \(R \times R\) pixels is scaled down to \(s \times s\), where \(1 < s \leq \frac{R}{2}\), and \(s\) is an integer. Then \(r = \frac{s}{R}\). The image is treated as a three-dimensional space, where two dimensions define the coordinates \((x, y)\) of the pixels and the third coordinate \((z)\) defines their grayscale values. The \((x, y)\) is partitioned into grids measuring \(s\times s\times s\). On each grid there is a column of boxes measuring \(s\times s\times s\). If the minimum and the maximum grayscale levels in the \((i, j)\) grid fall into the \(k^{th}\) and \(l^{th}\) boxes respectively, the contribution of \(n_r\) in the \((i, j)\) grid is defined as,

\[
n_r(i, j) = l - k + 1
\]

(1)

In this method \(N_r\) is defined as the summation of the contributions from all the grids that are located in a window of the image,

\[
N_r = \sum_{i,j} n_r(i, j)
\]

(2)

If \(N_r\) is computed for different values of \(r\), then the fractal dimension can be estimated as the slope of the line that best fits the points \((\log(1/r), \log(N_r))\). The complete series of steps for calculating the fractal dimension are as follows.

First, the image is divided into regular meshes with a mesh size of \(r\). We then count the number of square boxes that intersect with the image \(N_r\). The number \(N_r\) is dependent on the choice of \(r\). We next select several size values and count the corresponding number \(N_r\). Then the final equation used to estimate the fractal dimension is,

\[
\log(N_r) = \log(K) + D \log(1/r)
\]

(3)

where,

\(K\) is a constant and

\(D\) denotes the dimensions of the fractal set.

The whole basic theory explained above is applied on normalized image i.e. slab which can be observed from normalization process explained earlier.

In our experiments, the preprocessed images were transformed into images measuring \(256 \times 64\). Because all iris images have a similar texture near the pupil, we do not use the upper part of the iris image when classifying an iris. Rather we make use only of the middle and lower part of the...
iris image. Preliminarily, we use the box-counting method to calculate the fractal dimension.[19] To do this, we first divide a preprocessed iris image into sixteen regions. Eight regions are then drawn from the middle part of the iris image, as shown in Figure 11.

![Image](image_url)

Figure 11. Image segmentation: (a) upper group and (b) lower group.

We call these the upper group. The remaining eight regions are drawn from the bottom part of the iris image. These are referred to as the lower group. From these sixteen regions we obtain sixteen 32×32 image blocks. We then use the box-counting method to calculate the fractal dimensions of these image blocks.[20] This produces sixteen fractal dimensions, \( FD_i (i = 1, 2, \ldots, 16) \). The mean values of the fractal dimensions of the two groups are taken as the upper and lower group fractal dimensions, respectively

\[
FD_{\text{upper}} = \frac{\sum_{i=1}^{8} FD_i}{8} \quad (4)
\]

\[
FD_{\text{lower}} = \frac{\sum_{i=9}^{16} FD_i}{8} \quad (5)
\]

Classification of an iris using the double threshold algorithm:

Once we have determined the values of the upper and the lower group fractal dimensions, we can classify the iris image using the double threshold algorithm.[19] The double threshold algorithm uses two thresholds to classify the iris into the following four categories, according to the values of the upper and lower group fractal dimensions. The categories have been decided on the basis of:

**Category 1**: The values of both the upper and lower group fractal dimensions are less than the first threshold.

\[
\{(FD_{\text{upper}}, FD_{\text{lower}}) | FD_{\text{upper}} > E_2 \text{ AND } FD_{\text{lower}} > E_2\} \quad (7)
\]

**Category 2**: The values of the upper group fractal dimensions is greater than \( E_2 \) and lower group fractal dimensions are grater than the \( E_2 \).

\[
\{(FD_{\text{upper}}, FD_{\text{lower}}) | FD_{\text{upper}} < E_2 \text{ AND } FD_{\text{lower}} > E_2\} \quad (8)
\]

**Category 3**: The values of the upper group fractal dimensions is less than \( E_2 \) and lower group fractal dimensions are grater than the \( E_2 \).

**Category 4**: When the upper and lower group fractal dimension values of an iris fail to satisfy the rules of categories 1, 2, or 3, they are classified into category 4.

### 4. RESULTS AND DISCUSSIONS

The proposed algorithms have been developed using MATLAB 7.1. It is tested on 2.4 GHz CPU with 2 GB RAM. The famous iris database CASIA-Iris, which is currently the largest iris database available in the public domain have been selected for experiments.[21]

#### Table 1. Iris database (CASIA V1).

<table>
<thead>
<tr>
<th>S</th>
<th>SESSION-1</th>
<th>SESSION-2</th>
</tr>
</thead>
<tbody>
<tr>
<td>01_1_1.bmp</td>
<td>01_2_1.bmp</td>
<td></td>
</tr>
<tr>
<td>01_1_2.bmp</td>
<td>01_2_2.bmp</td>
<td></td>
</tr>
<tr>
<td>01_1_3.bmp</td>
<td>01_2_3.bmp</td>
<td></td>
</tr>
</tbody>
</table>
Table 2. Iris database (CASIA V1).

<table>
<thead>
<tr>
<th>S</th>
<th>SESSION-1</th>
<th>SESSION-2</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td><img src="031_1_1.bmp" alt="031_1_1.bmp" /></td>
<td><img src="031_2_1.bmp" alt="031_2_1.bmp" /></td>
</tr>
<tr>
<td>2</td>
<td><img src="031_1_2.bmp" alt="031_1_2.bmp" /></td>
<td><img src="031_2_2.bmp" alt="031_2_2.bmp" /></td>
</tr>
<tr>
<td>3</td>
<td><img src="031_1_3.bmp" alt="031_1_3.bmp" /></td>
<td><img src="031_2_3.bmp" alt="031_2_3.bmp" /></td>
</tr>
</tbody>
</table>

During experimentation the threshold values $E_1$ and $E_2$ for comparisons with the $F_{D_{upper}}$ and $F_{D_{lower}}$ have been decided empirically as,

First threshold, $E_1=2.9194$

Second threshold, $E_2=2.7578$

To evaluate the feasibility and performance of the algorithm for the iris recognition task, the eye images from the CASIA V1 iris database are used, which is a standard test bed for iris recognition technologies. Extensive experiments on image database have been performed to evaluate the effectiveness and accuracy of the work. From the database we have selected 372 iris images from 108 different eyes (under different conditions) of 54 subjects. The images are acquired during different stages and the time interval between two collections is at least one month, which provides a challenge to the algorithm. The profile of the database for two different eye images is shown in Table 1. and Table 2. The fractal dimension values of the four categories of iris have been illustrated in Table 3.

Table 3. Fractal dimension values of the four categories of iris.

<table>
<thead>
<tr>
<th>FD</th>
<th>Category 1</th>
<th>Category 2</th>
<th>Category 3</th>
<th>Category 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>$F_{D_{upper}}$</td>
<td>2.8319</td>
<td>2.6286</td>
<td>2.9190</td>
<td>2.8149</td>
</tr>
<tr>
<td>$F_{D_{lower}}$</td>
<td>2.8218</td>
<td>2.5110</td>
<td>2.6222</td>
<td>2.7571</td>
</tr>
</tbody>
</table>

5. PERFORMANCE EVALUATION OF CLASSIFICATION ALGORITHMS
The performance of a classification system is usually measured in terms of error rate or accuracy. The error rate is computed as the ratio between the number of misclassified iris prints and the total number of samples in the test set; the accuracy is simply the percentage of correctly classified iris prints. The error rate of a classification system is generally reported as a function of the percentage of the database that the system has to search; this percentage is called penetration rate. A more detailed analysis of the behavior of a classifier can be obtained by examining the confusion matrix.[22] This matrix has a row for each true class and a column for each hypothesized class; each cell at row $r$ and column $c$ reports how many iris prints belonging to class $r$ are (in) correctly assigned to class $c$. All the iris images from the database have been classified using the algorithm and the resultant confusion matrix have been illustrated in Table 4.
Table 4. Confusion matrix for CASIA V1 test set.

<table>
<thead>
<tr>
<th>True Class</th>
<th>Assigned Class</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Category 1</td>
</tr>
<tr>
<td>Category 1</td>
<td>94%</td>
</tr>
<tr>
<td>Category 2</td>
<td>0</td>
</tr>
<tr>
<td>Category 3</td>
<td>0</td>
</tr>
<tr>
<td>Category 4</td>
<td>0</td>
</tr>
</tbody>
</table>

6. CONCLUSION

This paper presents an iris classification algorithm based on the box-counting method of fractal dimension. Accurate and consistent Iris classification provides an important indexing mechanism for personal identification. Also it can greatly reduce iris-matching time and computational complexity for a large database as the input iris needs to be matched only with a subset of the iris database. The average accuracy obtained for classifying all the images was observed to be 92%.
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