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ABSTRACT 

Sentiment analysis is consider with extracting specific 

subjective information from reliable amounts of text. 

Sentiment analysis holder recognition is approach that has not 

been considered yet in Arabic Language. This approach 

essentially requires deep understanding of sentences 

structures. This paper presents survey for the  sentiment 

analysis operations, classifications and summarization. And 

proposed sentiment holder Algorithm for extract the holder in 

Arabic sentences. 
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1. INTRODUCTION 
Sentiment Analysis is considered with determining and 

extracting the stance of a subject. Sentiment Analysis is based 

on document, where the sentiment inside the document is 

summarized as positive, negative or objective, as well as 

sentence based, where Particular   sentences. extracted 

sentiments in the text are classified. 

Sentiment Analysis can be identified as the analysis of 

opinions: an opinion is an specific statement by "holder" on 

specific "topic" that is expressed with available sentiment.[4] 

It is also includes several sub operations, such as subjectivity 

detection, polarity classification, review summarization, 

humor detection, emotion classification, and sentiment 

transfer.[7]  

The term sentiment analysis is frequently used, but in 

researches both sentiment analysis and opinion mining are 

usually engaged. They mostly represent the same field of 

study but the concepts are not equivalent. The paper 

distinguish and show the difference between them later.  

Sentiment analysis and opinion mining mainly focuses on 

opinions which express or involve positive or negative 

sentiments.[7] 

2.  SENTIMENT ANALYSIS 

RESEARCHES 
The sentiment analysis is highly testing as a Natural Language 

Processing (NLP) research topics,  And developed quickly to 

become one of the mainly active research areas in NLP. It is 

also commonly researched in data mining, Web mining, and 

information retrieval. sentiment analysis has been discussed at 

three levels: 

Document level: This level is to specify whether a entire 

sentiment  document expresses a positive or negative 

sentiment. This level is generally known as sentiment 

classification. This level each document extract sentiment s on 

a specific entity. 

Sentence level: This level goes to the sentences and specify in 

each sentence expressed a positive, negative, or neutral 

sentiment . Neutral means no sentiment. This level of analysis 

is closely related to subjectivity classification when extract 

sentences called "objective sentences" that extract real 

information from sentences called "subjective sentences" that 

extract subjective sentiment s. we should know that 

subjectivity is not the same as sentiment because many 

objective sentences can involve sentiments. 

Entity and Feature level: This level is not determine which 

the person liked or did not like for the document level and the 

sentence level but the feature level describe good detailed 

analysis. Feature level also called "sentiment summarization" 

Feature level is not  looks for language constructs documents, 

paragraphs, sentences.  It exactly looks for the specific 

sentiment. It is depends on that an sentiment  consists of a 

sentiment positive or negative and the target of the sentiment . 

An sentiment  without it is target being identified of limited 

use. Understanding the meaning of sentiment targets also lets 

us understand the sentiment analysis. For example, although 

the sentence “ عأظً أدت ٘زا , ثبٌشغُ ِٓ أْ اٌخذِخ ١ٌغذ ج١ذح 

 Although the service was not good, But I will still" ,” اٌّطعُ 

love this restaurant "obviously has a positive nature, This 

sentence is not completely positive. The sentence is positive 

about "ُاٌّطع","The restaurant", but negative about 

 The service".[8]","اٌخذِخ"

The problem that occurs in current Sentiment Analysis 

approaches is the inaccurate classification of sentiment topics. 

In a lot of recent Sentiment Analysis systems such as Opinion 

crawl, Sentiment 140 and Social mention, the user is 

encouraged to just insert a topic to get a sentiment. Then the 

system returns a list of sentiments on the particular topic. For 

example, one user might searching for opinions about 

"  Mustafa Mahmud", and extract several","ِصطفٝ ِذّٛد

results related to "ِصطفٝ ِذّٛد" ,"Mustafa Mahmud" is 

Philosopher and doctor and Egyptian writer.[9] 

3. RELATED WORK  
Most existing Sentiment Analysis approaches ignore the topic 

detection operation because they center of attention on the 

identification of sentiment features and on the analysis of the 

nature of the sentiment.[4]  

There are Several works for example: 

 Weakly supervised joint sentiment-topic. 

 Detection from text, Relational features in fine-

grained opinion analysis. 

 Modeling online reviews with multi-grain topic 

models. 

 Leveraging sentiment analysis for topic detection. 

It focused on the topic detection as an essential operation for 

improving sentiment analysis, It is not focusing on the topic 

detection operation itself, they consist of topics within their 



International Journal of Computer Applications (0975 – 8887)  

Volume 111 – No 16, February 2015 

13 

models. The sentiment  holder extraction, compares three 

different methods based on classifiers for holder extraction 

and proposes a novel method for addressing the fewer 

common case of sentiment  holder . [4] 

Sentiment holder extraction in Arabic language is presents 

work in Arabic Sentiment holder field. Sentiment source 

identification in Arabic language are explored using two 

approaches, it concludes sequential tagging ML classifiers 

outperform patterns in terms of recall and precision.[2] 

4. SENTIMENT ANALYSIS 

DEFINITION 
The following example about "  Electronic" ,"اٌزع١ٍُ الاٌىزشٟٚٔ

Learning" to introduce the idea, id number is connected with 

each sentence for easy reference: 

Written by: ٍٟعبسح ع "Sara Ali"       Date: October 6, 2013 

(1)  . أشٙش 4 لّذ ثبٌزغج١ً فٟ اٌزع١ٍُ الاٌىزشٟٚٔ ِٕز 

" I registered up in the e-learning 4 months ago " 

  .اٌزع١ٍُ الاٌىزشٟٚٔ ِطٛس ٚ فعبي (2)

" The e-learning developed and effective " 

 .خذِخ رٛفش اٌّبدح اٌع١ٍّخ ِّزبصح (3)

"The Service provides an excellent scientific course" 

 .الاخزجبساد الاٌىزش١ٔٚخ وزٌه ِٛثمخ (4)

"Electronic exams is reliable too " 

 .ٚاٌذٞ ٠مٛي ع١جٗ عذَ ٚجٛد رفبعً ِجبشش ِع اعزبرره (5)

"My father says the only lack is indirect interaction with your 

lecturer". I notice here a little necessary points: 

1. The review has a number of sentiments, both 

positive and negative, about "ٟٔٚاٌزع١ٍُ الاٌىزش" , " 

Electronic Learning".  

2. Sentence (2) expresses a positive sentiment about 

 "Electronic Learning" ,"اٌزع١ٍُ الاٌىزشٟٚٔ"

3. Sentence (3) expresses a positive sentiment about 

 The scientific course availability" ,"رٛفش اٌّبدح اٌع١ٍّخ"

". 

4. Sentence (4) expresses a positive sentiment about 

 ."The electronic exams","الاخزجبساد الاٌىزش١ٔٚخ"

5. Sentence (5) expresses a negative sentiment about 

"عذَ اٌزفبعً اٌّجبشش ِع اعزبرح اٌّبدح"  , " The indirect 

interaction with your lecturer".  

From these sentiments, It easy to specify the following 

imperative notices: An sentiment consists of two key 

components: a goal g and a sentiment s on the goal, i.e.(g, s), 

where g can be any entity about the sentiment has been 

expressed, and s is a positive, negative, or neutral sentiment. 

For example, the target of the sentiment in sentence (2) is 

 The electronic Learning" , and the target of","اٌزع١ٍُ الاٌىزشٟٚٔ"

the sentiment in sentence (3) is the "  The","رٛفش اٌّٛاد اٌزع١ّ١ٍخ

scientific course availability”. This example has sentiments 

from person which are called sentiment holders. The holder of 

the sentiments in sentences (2), (3), and (4) is the author of the 

review  (“  but for sentence (5), is ,("Sara Ali"), (”عبسح عٍٟ

 .of the author (The father),(اٌٛاٌذ)

The date of the example is October 6, 2013. This date is 

necessary because to know how sentiments change through 

the time.[8] 

5. SENTIMENT ANALYSIS 

OPERATIONS  
After the definition, to present the objective and the 

operations of sentiment analysis. The Objective of sentiment 

analysis means: If there is an sentiment  document d, to 

extract all sentiment  elements (Ei, Aij, Oijkl, Hk, Tl) in d. The 

operations are extracted from the 5 elements of the document. 

The first element is the entity, because the need to extract all 

the entities. To extract information the operation is called 

(named entity recognition) NER. 

After extraction to identify the extracted entities. In natural 

language, the author sometimes write the same entity in 

various ways. For example, "عبسح" may be written as "عبسا" , 

"عبسٖ" . So, It is necessary to identify that they all refer to the 

same entity.[4] 

The entity model: An entity Ei is implemented as a finite set 

of features Fi = (Fi1, Fi2, …, Fin). Ei can be implemented by 

any one of a finite set of its entity expressions (Ei1, Ei2, …, 

Eis). Each feature fij  Fi of entity Ei can be implemented by 

one of it is finite set of feature expressions (fEij1, fEij2, …, 

fEijm). 

The sentiment document model: An sentiment document d 

includes sentiments in set of entities (e1, e2, …, er) and a 

subset of their features from a set of sentiment holders (h1, h2, 

…, hp) . So, set of sentiment documents D, sentiment analysis 

includes of the next fundamental operations: 

- The first operation is extract the entity and specify it: In 

document D to extract all entity expressions, and classify 

synonymous entity expressions into entity classifies. Every 

entity expression implements a specific entity ei.   

- The second operation is extract the feature and categorize 

it: To extract all feature expressions of the entities, and 

categorize the feature expressions into clusters. Each feature 

expression cluster of entity ei implements a specific feature 

fij. 

- The third operation is extract the sentiment  holder and 

categorize it: By extract the sentiment holders for 

sentiments from text and categorize them. The operation is 

also to the previous two operations. 

- The fourth operation is extract the time and standardize it:  

By extract the times when sentiment are contain time 

formats. The operation is the same as the previous 

operations. 

- The fifth operation classify the sentiment features: By 

determines is the sentiment in an feature fij is positive, 

negative or neutral. 

- The  sixth operation generate the sentiment  elements : By 

implements the results of the previous operations. It is 

possible to extracting all sentiment elements (Ei,Fij, Oijkl, Hk, 

Tl) exist in document d. This operation is looked very easy 

but it is in fact very difficult in many cases and the next 

example to shows the difficulty. [8]  

6. SENTIMENT SUMMARIZATION  
The sentiment are basically subjective. One sentiment from a 

single sentiment holder is usually not enough for action.  

Although an sentiment summary can be in one of many forms, 
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e.g., structured summary or short text summary, the key 

elements of a summary should include sentiment about 

different entities and their features. 

The sentiment elements defined above actually to present a 

good basis of information and also a framework for 

generating both good quality and specific quantity summaries. 

A standard form of summary is depends on features and is 

called feature-based sentiment summary. When make a 

Questionnaire about  "Electronic Learning ٟٔٚاٌزع١ٍُ الإٌىزش" for 

group of students. The next table show summarized results. 

Sentiment Positive Negative 

Electronic Learning ٟ  20 99 اٌزع١ٍُ الإٌىزشٚٔ

Registration  ً30 90 اٌزغج١ 

Developed 60 70 ِزطٛس 

Course  30 56 اٌّبدح اٌع١ٍّخ 

Electronic Exams  70 80 الإخزجبساد الإٌىزش١ٔٚخ 

Direct Interaction 90 10 ٚجٛد رفبعً ِجبشش 

 

Figure 1. An feature-based sentiment summary 

 

Figure 2. Visualization summary of sentiments about 

"Electronic Learning ٟٔٚاٌزع١ٍُ الإٌىزش" 

In  this example to explain this form of summary, which was 

summarize a set of sentiments of Electronic Learning " ُاٌزع١ٍ

"الاٌىزشٟٚٔ . The summary the same as that in Figure 1, which is 

called a structured summary which is not similar of a regular 

text summary of a short document generated from one or set 

of documents. In the figure, اٌزع١ٍُ الاٌىزشٟٚٔ ِطٛس ٚ فعبي" ." The 

e-learning developed and effective "represents the e-learning 

(the entity). 99 reviews presents positive sentiments about the 

e-learning and 20 presents negative sentiments The scientific 

course availability and The electronic exams are two features 

about the e-learning. 56 reviews presents positive sentiments 

about The scientific course availability, and 30 presents 

negative opinions. <Particular   review sentences> is a relation 

refers to the sentences and the whole reviews that present the 

sentiments. With like this a summary, student can simply see 

how existing students feel about the e-learning " اٌزعٍُ 

 ."الاٌىزشٟٚٔ

If any student is attracted in a specific feature and in more 

details,  he/she can read by following the <Particular   review 

sentences> is a relation to see the real sentiments sentences or 

reviews. 

In figure 2, the Visualization consisted of basically Students, 

Such insights were extremely important. They enabled the 

student to see the sentiments of different Students.[8] 

7. VARIOUS TYPES OF SENTIMENT 
There are two types of sentiments that  will discussed so 

which is called regular sentiment And second type is called 

comparative sentiment. And also classify sentiments depends 

on how they are expressed in text, explicit sentiment and 

implicit (or implied) sentiment. 

 Regular sentiment: It is indicates to basically as an 

sentiment in the literature and it has two  sub-types : 

- Direct sentiment: A direct sentiment indicates to an 

sentiment explicit directly on an entity or an entity 

features for example: "Electronic exams is reliable 

", " ِٛثمخ وزٌه الاٌىزش١ٔٚخ الاخزجبساد " 

- Indirect sentiment: An indirect sentiment is an 

sentiment that is explicit indirectly feature  on an 

entity  depends on its effects on some other entities. 

For example, the sentence “After take of the 

medicine, my head felt good ” " ثعذ رٕبٌٟٚ ٌٍذٚاء 

 describes an desirable effect "شعشد ثزذغٓ فٟ سأعٟ

of the medicine on “my head”, which indirectly 

gives a positive sentiment to "اٌذٚاء" the medicine. 

And the entity is the medicine and the feature is 

"  the effect on head, most of the "رأث١شٖ عٍٝ اٌشأط

current research focuses on direct sentiments.  

 Comparative sentiment: is  explicit a relation of 

similarities or differences between two or more 

entities and  importance of the sentiment holder 

depends on some features of the entities. For 

example, the sentences, “Sami looks taller than 

Ali”, "  and “Sami looks the"عبِٟ ٠جذٚ أطٛي ِٓ عٍٟ

tallest”, "عبِٟ ٠جذٚ الأطٛي". explicit two comparative 

sentiments. A comparative sentiment is regularly 

expressed using the comparative or superlative form 

of an adjective or adverb. 

 Explicit sentiment:  is a subjective statement that 

make a The comparative sentiment, for example: 

“Sami looks happy,” ," ًعبِٟ ٠جذٚ عع١ذاا" and 

“Sami looks taller than Ali”, " عبِٟ ٠جذٚ أطٛي ِٓ 

  "عٍٟ
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 Implicit sentiment: is an objective statement that 

implies a comparative sentiment. Such an objective 

statement generally expresses a desirable or 

undesirable thing,  

For example: 

“I brought the plants a month ago, and a garden has 

decorated,”  

" ٚ اٌذذ٠مخ رض٠ٕذ, أدضشد إٌجبربد لجً شٙش " 

And “The battery life of Mac book laptops is longer 

than Sony  laptops.” 

'' أطٛي ِٓ أجٙضح عٟٛٔ , عّش ثطبس٠خ أجٙضح اٌّبن ثٛن   '' 

Explicit sentiments are simple to detect and to 

classify that implicit sentiments.[8] 

8. SENTENCE SUBJECTIVITY AND 

SENTIMENT CLASSIFICATION  
Here with work on the sentence level by classify sentiment 

expressed in each sentence. The researchers guess about 

sentence level analysis is that a sentence regularly consist of a 

single sentiment .  For example: 

“I brought Laptop two months ago. In the beginning 

everything was great 

 The screen was clear and the battery life was long, although 

it is a bit heavy. Then, it stopped working yesterday.” 

" ,فٟ اٌجذا٠خ وبْ وً شٟء سائع, أدضشد لاثزٛة لجً شٙش٠ٓ  

.ثبٌشغُ أٔٗ وبْ ثم١ً, اٌشبشخ وبٔذ ٚاضذخ ٚعّش اٌجطبس٠خ وبْ ط٠ًٛ  

 " ثُ رٛلف عٓ اٌعًّ ثبلأِظ 

The first sentence presents no sentiment at all . But all other 

sentences presents between explicit or implicit sentiments. 

Also  no sentiment is regularly classified as neutral. 

The problem: For example a sentence S, determine whether S 

gives a positive, negative, or neutral (no sentiment). 

The elements (e, f, o, h, t) because of the classification in 

sentence level is an middle step so the definition is not used 

here. It is necessary knowing that a sentence may presents a 

positive or negative sentiments, but not what features the 

sentiment is about. Classification in the sentence level is 

functional because if knowing what entities and entity features 

are spoke about in a sentence, this step can assist determine if 

the sentiment about the entities and their features are positive 

or negative. classification in the sentence sentiment can be 

solved may as problem in one class or as two separate classes 

problem. In addition, the first problem is to classify whether a 

sentence expresses an sentiment or not. The second problem 

then specify those sentiment sentences are positive or negative 

classes. Subjectivity classification is presents the first 

problem, which determines whether a sentence gives a piece 

of subjective information or objective information. Objective 

sentences are expressing no sentiment.  

For example, “Then, it stopped working yesterday”,  ٓثُ رٛلف ع

" اٌعًّ ثبلأِظ  " 

in the previous example is an objective sentence, but it 

presents a negative sentiment about the laptop because of the 

undesirable thing. so, it is more suitable for the first step to 

classify each sentence as sentiment or not sentiment, and if it 

is subjective or objective. When use the term subjectivity 

classification in this example. It will suitable discuss and 

classify the subjectivity  of sentence level and  then classify 

the sentiment.[8] 

A. Subjectivity Classification  

Subjective and objective are two types of the sentence 

Subjectivity classification. The difference between them the 

subjective sentence presents personal sentiments but  the 

objective sentence regularly presents precisely information. 

Opinions, evaluations, emotions, beliefs and judgments are 

examples of subjectivity classification in the sentence which 

present different types of information  .  

By depending on supervised learning there are many of 

domains of subjectivity classification some of them indicate to 

positive or negative sentiments.    

There are some essential methods for subjectivity 

classification, which essentially used the presence of 

subjective expressions to decide the subjectivity of the 

sentence. 

Grade ability is one of a semantic property that select a word 

to appear in a comparative construct and to accept modifying 

expressions which work as intensifiers or diminishes. 

Gradable adjectives present properties in changing grade of 

strength, relative and a norm as clearly mentioned or clearly 

supported by the noun, for example: (a small planet is usually 

much larger than a large tower). (  اٌىٛوت اٌصغ١ش دجّٗ أوجش ثىث١ش

 ( ِٓ اٌجشج اٌىج١ش 

Gradable adjectives were found using a element list of 

specific adverbs and noun phrases such as a small, large, 

approximately, something, and very that are normally used as 

grading modifiers. Such gradable adjectives are good 

indicators of subjectivity. 

The sentence similarity method is another semantic property 

performed subjectivity classifications using sentence 

similarity which depends on the assuming that subjective or 

sentiment sentences are more similar to other sentiment 

sentences than to factual sentences. They used the 

SIMFINDER system in to determine the sentence similarity 

depends on shared words, phrases. The sequences of 

sentiment words “++” for two successive positive oriented 

words, and  “JJ+” for successive positive adjective. 

If It classified the subjectivity of tweets which postings on 

Twitter social website depends on classic features and 

includes some Twitter specific tools like retweets, hashtags, 

links, upper case words, emoticons, and punctuations. For 

sentiment classification of subjective tweets, the same set of 

features was also used.[8] 

B. Sentence Sentiment Classification 

If a sentence is classified as specific subjective, It will 

represent a positive or negative sentiment. The sentiment 

holder used to give a specific sentiment from the sentence. 

This section is suitable for simple sentences with one 

sentiment, e.g., 

“The natural color of this flower is amazing.” " ٖاٌٍْٛ اٌطج١عٟ ٌٙز

 for complex sentences, a single sentence may "اٌٛسدح ِزٍ٘خ

present more than one sentiment. For example, the sentence, 

“The natural color of this flower is amazing and also the smell 

beautiful, but the petals is too small for such a great flower,” 

" ٌىٓ اٌجزلاد جذااً صغ١شح . اٌٍْٛ اٌطج١عٟ ٌٍٛسدح ِزٍ٘خ ٚ ا٠ضباً اٌشائذخ ج١ٍّٗ

 " ثبٌٕغجخ ٌٙزٖ اٌٛسدح اٌشائعخ 

expresses both positive and negative sentiments .For “natural 

color” "ٟاٌٍْٛ اٌطج١ع" and “smell beautiful,” 
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"اٌشائذخ اٌج١ٍّخ"  the sentence is positive, but for 

“petals,” "اٌجزلاد" it is negative. It is also positive about the 

flower. 

The sentiment degree of a sentence was decided by totally the 

degree scores of all sentiment terms in the sentence. A 

positive term have the sentiment grade of +1 and a negative 

term have the sentiment grade of -1.[8] 

C. Dealing with Conditional Sentences  
A lot of the available researches on sentence subjectivity 

classification and sentiment classification focused on solving 

the problem without taking into consideration the difference 

between types of sentences may need very different 

procedures. So, It is not suitable to have a one method and use 

it for all solutions because various types of sentences present 

sentiments in very different ways. For example: A divide and 

conquer technique may be used. 

The conditional sentences have some characteristics that make 

it complex for a system to specify the sentiment degrees. And 

it discussed a lot in current researches. Their combination has 

essential effect on where the sentence present a positive or 

negative sentiment.  

The basic consideration is that sentiment words (e.g., good, 

great, nice, beautiful, bad, terrible) only cannot differentiate 

an sentiment sentence from a non- sentiment one, For 

example: “If The author published an interesting book, I will 

read it”  

"عٛف الشأٖ , إرا اٌىبرت ٔشش وزبة ِث١ش ٌلا٘زّبَ"   

and   “If your hp printer is not good, buy canon printer.”. 

  "canon غ١ش ج١ذح اشزش طبثعخ  hpإرا طبثعخ "

The first sentence present no sentiment towards any particular 

book, although “interesting” "َِث١ش ٌلا٘زّب"  is a positive 

sentiment word, but the second sentence is positive about the 

canon printer and it does not present an sentiment about the 

hp printer.  

To determining sentiments in non conditional sentences by 

using special methods. These methods not suitable to used for 

conditional sentences. In this domain It deals with the 

problem using a set of linguistic characteristics, e.g., 

sentiment words, phrases and locations, 

Part Of Speech tags of sentiment words, tense, conditional 

sentences, etc. The question sentence is type of complex 

sentences . For example, 

“Can anyone tell me where I can find a good canon printer?”  

 " ج١ذح ؟  canonً٘ ٠غزط١ع أدذ اخجبسٞ أ٠ٓ اعزط١ع أْ اجذ طبثعخ "

obviously has no sentiment about any particular printer. so,  

“Can anyone tell me how to repair this lousy hp printer?”  

 " اٌشد٠ئخ؟ hpً٘ ٠غزط١ع أدذ اخجبسٞ و١ف أصٍخ طبثعخ " 

has a negative sentiment about the hp printer. To my 

knowledge, there is no study on this problem. I consider that 

for more accurate sentiment analysis, I need to deal with 

various types of sentences differently. Much further 

researches is consider in this direction.[8]  

9. THE SENTIMENT HOLDER 

DEFINITION AND TYPES  
To identify the sentiment holder as an expression in the text 

by determine if it is explicit or implicit in text or the Holder’s 

positive, negative, or neutral according to the Topic. The 

Sentiment holder always involve emotions, feeling, opinion or 

desires. For example: 

 "اعزمذ أْ رعم١ذ الاِزذبْ ٠ضع اٌطلاة فٟ ٚضع صعت"

“I think that complicating the exam would put the students in 

a difficult position” (The holder implicit) 

 "اٌعٕف فٟ اٌّذسعخ ِشفٛض"

“The violence in school is rejected” 

(The holder is explicit) 

"أدت اٌٛسٚد"  

“I like the flowers”  

 (The holder is explicit) 

"٠جت أْ ٔض٠ذ جٙٛدٔب ٌلاِزذبْ"  

“We should increase our efforts for the exam”   (The holder 

implicit) [3] 

The sentiment holder  is the human or organization that 

introduce the sentiment. So, sentiment holders are regularly 

the author of the text and more important in news and articles 

because which explicitly specify the person or organization 

that presents a specific sentiment.[9] 

For example this topic “Should Hunting be prohibited?” and a 

set of texts about the topic, find the Sentiments presents about  

the Topic in each text, and identify the people who hold each 

sentiment.  For example, given the topic “What should be 

done with failure in math?”  

 "ِب اٌزٞ ٠ٕجغٟ عٍّٗ ِع اٌشعٛة فٟ اٌش٠بض١بد؟"

the sentence: " After a lot of hard efforts, the head of the 

department has rolled out two student proposed plans, one 

from The department professors and the other from the 

Student Deanship."[3] 

,  فئْ سئ١ظ اٌمغُ أخشج خطز١ٓ ِمزشدخ ٌٍطلاة،حثعذ اٌىث١ش ِٓ اٌجٙٛد اٌشبق" 

"ٚادذح ِٓ أعبرزح اٌمغُ ٚ الأخشٜ ِٓ عّبدح اٌطلاة  

To avoid the problem of confusion in sentiments, It can 

solved the problem by: specify just terms of positive, 

negative, or neutral sentiments, together with their holders. 

Also, for sentences that don’t present a sentiment but basically 

specify that some sentiments exists, return these sentences in 

a separate set. 

By Solve the problem in sequenced stages , initialing with 

words in the sentence and take it as unit called the sentiment 

holder, Then classify each word to adjective, verb, and noun 

as a sentiment. By using several classifiers the words are 

experimented. [1] 

10. PROPOSED SENTIMENT HOLDER 

ALGORITHM  
The algorithm works in these steps:  

The input: the article or a set of texts in Arabic Language. 

1. The input text partitioned in to set of segments.   

2. After segmentation Part of speech tagger and (Word 

Net) is preprocessing the segments into various speech 

like relationship with adjacent and related words in a 

phrase, sentence, or paragraph.[14] 

3. The sentiment classifier take the sentiment as a single 

word. 
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4. The output of sentiment classifier classify each 

adjective, adverb, phrase, verb, and noun by its 

sentiment. 

5. Finally: The sentiment polarity test each word: 

a.  If the result zero, It means negative 

sentiment. 

b.  If the result one, It means positive sentiment. 

c. And if the result neutral it means take next 

sentence. 

In Figure 3 shows the System structural design includes steps 

to recognize the sentiment holders.  

Some words have both positive and negative sentiment. For 

these words, it is difficult to specify one sentiment without 

considering context.  It is more difficult to specify the 

sentiment correctly, especially if one of the words falls 

outside the sentiment location. Even in a single sentence, a 

holder might present two different sentiments. The system 

only detects the closest one.[3] 

The following are two example outputs: 

The Student team in Secondary school have the leader vote 

Thursday to exclude uncooperative  members form the club 

saying the decision will help school save dollars of the club 

for the student activities. 

 الأعضبء لاعزجعبد اٌخ١ّظ ٠َٛ اٌثب٠ٛٔخ صٛد اٌمبئذ اٌّذسعخ فٟ اٌطلاة فش٠ك"

 إٌبدٞ دٚلاساد ثزٛف١ش ٠غبعذ اٌّذسعخ اٌمشاس أْ لبئلااً   ِٓ إٌبدٞ ِزعب١ٔٚٓ اٌغ١ش

 " .اٌطلاث١خ ٌلأٔشطخ

TOPIC : uncooperative members "ٓالأعضبء اٌغ١ش ِزعب١ٔٚ" 

HOLDER : The leader "اٌمبئذ"  

SENTIMENT_POLARITY: negative 

For that reason and others, the students support unanimously 

this decision  and the First meeting soundly suggest two 

affective term-limit proposals. 

اٌمشاس ٘زا ثبلإجّبع اٌطلاة دعُ ٚغ١شٖ اٌغجت ٌزٌه"  

"الأجً ِذذٚدح فعبٌخ ِمزشد١ٓ ع١ٍُ ٔذٛ عٍٝ ألزشح الأٚي ٚاٌّؤرّش  

TOPIC : term limit "ًِذذٚد الأج" 

HOLDER : First meeting "اٌّؤرّش الأٚي" 

SENTIMENT POLARITY: positive 

                                

Figure 3: System structural design. 

For sentences if It have more than one Holder, by select the 

closest one to the Topic phrase, for simplicity. This is a very 

simple step. A more improved method would use a parser to 

identify syntactic relationships between each Holder In 

analyzing the text of news or articles, It needs to identify text 

corresponding both to sentiment holders and to expressions of 

the sentiment.[11][10] 

However, that the degree of an sentiment holder decided by 

definition of the expression of an sentiment.[12] 
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Figure 4: Sample output of word sentiment analysis 

In Figure 4 shows different examples of the system output, 

computed with the equation , in which + gives positive type 

and – gives negative type. The word “Beautiful” was 

classified as presents positive sentiment, and “Scare” "خبئف" 

presents as negative. The absolute value of each type 

represents the value of the sentiment polarity. E.g, “Scare” 

 with value -0.99 represents high negative  while "خبئف"

“Angry” "غبضت" with value -0.72 represents low negative.[3] 

11. EXTRACTING THE SENTIMENT 

HOLDER 
The sentiment holders are information in sentences, so after 

specify the sentiment polarity It can extract the sentiment 

holder of the given sentence.  First identify all possible 

sentiment holders in the sentence and recognize the holder: 

1. It may person, Organization or location. 

2. It must be specified as entity. 

3. It always comes in the beginning of a sentence or 

near the beginning or at the end of the sentence. 

4. The types of entities "name of person", "name of 

location" or "name of institution" 

 The holder may be a word or sequence of words, after the 

word detected it will be the actual holder.[6] 

12. CONCLUSION 
This paper presents Arabic sentiment holder which is a 

challenging and difficult part of understanding and specifying 

in the sentence . This survey discussed the recent researches 

in sentiment analysis. And the sentiment analysis operations, 

summarization and classification and proposed sentiment 

holder algorithm to extract sentiments from the sentences. 

In a future study, we will concentrate more on the new 

algorithms helps to improve the accuracy of the results in 

analysis the sentence and specifying and extracting the 

sentiment holder.  
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Angry "غبضت" : NEGATIVE 

[+ : 0.2643][- : 0.7294] 

Attractive "جزاة" : POSITIVE 

[+ : 0.9999][- : 0.05752] 

Scare "خبئف" : NEGATIVE 

[+ : 0.0428][- : 0.9999] 

Beautiful "ًج١ّ": POSITIVE 

[+ : 0.9999][- : 0.0379] 
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