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ABSTRACT
Irreducible Polynomials over $GF(p^m)$ and the multiplicative inverses under it are important in cryptography. Presently the method of deriving irreducible polynomials of a particular prime modulus is very primitive and time consuming. In this paper, in order to find all irreducible polynomials, be it monic or non-monic, of all prime moduli $p$ with all its order $m$, a fast deterministic computer algorithm based on an algebraic method producing a $(m 	imes m)$ matrix is proposed. The maximum number of terms in each column of the matrix is $2^m$ where $j$ is the column index.
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1. INTRODUCTION
A basic polynomial $B(x)$ over finite field or Galois Field $GF(p^m)$ is expressed as,

$$B(x) = a_0 x^m + a_{m-1} x^{m-1} + \ldots + a_1 x + a_0$$

$B(x)$ has $(m+1)$ terms, where $a_m$ is non-zero and is termed as the leading coefficient [1]. A polynomial is monic if $a_m$ is unity, else it is non-monic. A finite field $GF(p^m)$ is called Extension field if $m \neq 1$. The algorithm presented in this paper is true for Extension field.

The $GF(p^m)$ have $(p^m - p)$ elemental polynomials, $b(x)$ ranging from $p$ to $(p^m - 1)$ each of whose representation involves $m$ terms with leading coefficient $a_{m-1}$. The expression of $b(x)$ is written as,

$$b(x) = a_{m-1} x^{m-1} + \ldots + a_1 x + a_0$$

where $a_1$ to $a_{m-1}$ are not simultaneously zero.

Many of the $B(x)$, which has an elemental polynomial, $b(x)$ as a factor under $GF(p^m)$, are termed as reducible. Those of the $B(x)$ that have no factors are termed as irreducible polynomials $I(x)$ and is expressed as [1], [2].

$$I(x) = a_0 x^m + a_{m-1} x^{m-1} + \ldots + a_1 x + a_0$$

where $a_0 \neq 0$.

Under $GF(p^m)$, the basic polynomials of degree $m$ vary from $p^m$ to $(p^{m+1} - 1)$ while the elemental polynomials are those varying from $p$ to $(p^m - 1)$. Some of the basic polynomials are irreducible, since it has no elemental polynomial as a factor. The conventional method to look for an irreducible polynomial is to systematically multiply two or more elemental polynomials under $GF(p^m)$ and the composite product polynomials belonging to the list of basic polynomials are cancelled leaving behind the irreducible polynomials [1]. The task involves a tedious effort, happens to be severely time consuming and becomes herculean in nature with increasing values of $p$ and $m$. Following the said method the monic irreducible polynomials for few values of $p = 2, 3, 5$ and $7$ are listed in literatures [1], [2] where maximum values of $m$ are taken respectively as $11, 7, 5$ and $4$.

It is mentioned in [3] that following inclusion-exclusion principle of Galois Field, a non-monic irreducible polynomial is computed by multiplying a monic irreducible polynomial by $a$ where $a \in GF(p)$ and assumes values from 2 to $(p - 1)$. In literatures, to the best knowledge of the present authors, there is no mention of a paper in which the composite polynomial method is translated into an algorithm and in turn into a computer program.

Since 1967 researchers took algorithmic initiatives, followed by computational time-complexity analysis, to factorize basic polynomials on $GF(p^m)$ with a view to get irreducible polynomials, many of them are probabilistic [4], [5], [6], [7] in nature and few of them are deterministic [8], [9]. One may note that the deterministic algorithms are able to find all irreducible polynomials, while the probabilistic ones are able to find many, but not all. However, the composite polynomial approach is a straightforward deterministic method, although time-consuming.

The irreducible polynomial over $GF(2^5)$ was first used in cryptography for designing an invertible S-Box of AES [10], [11], [12]. The technique involves finding all multiplicative inverses under an irreducible polynomial is available in [13], [14], [15], [16].

In this paper we propose a computer algorithm based on an algebraic method which searches irreducible polynomials among basic polynomials over $GF(p^m)$. The algorithm is deterministic since it is able to find all the irreducible polynomials over $GF(p^m)$ in a short time.

For convenient understanding, the proposed algebraic method is presented in Sec. 2 for any value of $p$ with $m=3$. The method can find all monic and non-monic irreducible polynomials $I(x)$ of all $B(x)$ over $GF(p^m)$. In Sec. 3 it is demonstrated that the proposed searching algorithm actually searches much less number of elemental polynomials to find all the irreducible polynomials over $GF(p^m)$. The conclusion is in Sec. 4.

2. ALGEBRAIC METHOD TO FIND IRREDUCIBLE POLYNOMIALS OVER $GF(p^m)$

The basic idea of the algebraic method is to form a $k$-matrix of order $(m 	imes m)$ involving coefficients of $b(x)$ and $B(x)$ based on an assumption that the multiplicative inverses of an elemental polynomial $b(x)$ under a basic polynomial $B(x)$ over $GF(p^m)$ exists. If the determinant of the $k$-matrix, i.e. $det(k)$, is non-zero for all the $b(x)$, one can conclude that the polynomial $B(x)$ is an irreducible polynomial $I(x)$. In the
event the \( \text{det}(k) \) is zero at least for one \( b(x) \), the concerned \( B(x) \) is reducible. For better clarity of understanding, the generalized algebraic method for any value of \( p \) is worked out in Sec. 2.1 with m=3. The formation of k-matrix of order (3x3) is presented in Sec. 2.2 for m=3. One can also refer [17] for understanding of k-matrix. It is interesting to note that column-wise elements of the k-matrix have a generalized similar pattern for \( m \) – the patterns are presented in Sec.2.3 for \( 2 \leq m \leq 5 \).

### 2.1 Algebraic Method to find Irreducible Polynomials over GF(p^m) with m=3

Here \( B(x) = (a_2x^3 + a_2x^2 + a_1x + a_0) \) is a polynomial over \( \text{GF}(p^3) \) and \( b(x) = (b_2x^2 + b_1x + b_0) \) is an elemental polynomial under \( B(x) \). If \( c(x) = (c_2x^2 + c_1x + c_0) \) is the multiplicative inverse of the polynomial \( b(x) \), one can write,

\[
[b(x) \ c(x)] \text{ mod } B(x) = 1
\]

or, \([ (b_2x^2 + b_1x + b_0) (c_2x^2 + c_1x + c_0) ] \text{ mod } (a_1x^3 + a_2x^2 + a_1x + a_0) = 1 \tag{1} \]

Here, one can get the values for \( c_0, c_1 \) and \( c_2 \) by solving eq.(1) as follows:

\[
\begin{align*}
& (b_2c_2x^4 + b_2c_2x^3 + b_2c_1x^2 + b_2c_0x + b_2c_0) \text{ mod } (a_1x^3 + a_2x^2 + a_1x + a_0) = 1 \\
& \text{or, } [a_1b_2c_2x(a_1x^3 + a_2x^2 + a_1x + a_0) + a_1b_2c_1x + a_1b_2c_0] \text{ mod } (a_1x^3 + a_2x^2 + a_1x + a_0) = 1 \\
& \text{or, } [a_1b_2c_2x(a_1x^3 + a_2x^2 + a_1x + a_0)] \text{ mod } (a_1x^3 + a_2x^2 + a_1x + a_0) = 1 \\
& \text{or, } (a_1^2a_2b_2 + a_1a_2b_2 + a_2^2b_2) \text{ mod } (a_1x^3 + a_2x^2 + a_1x + a_0) = 1
\end{align*}
\]

From eq.(2) it is evident that the dividend is smaller than the divisor. Hence to satisfy the required condition, i.e., the remainder = 1, in this equation the following properties must hold.

(i) The constant part \( k \equiv 1 \) mod \( p \).

(ii) The coefficients of \( x \equiv 0 \) mod \( p \).

(iii) The coefficients of \( x^2 \equiv 0 \) mod \( p \).

Therefore,

\[
\begin{align*}
& [(a_1^2a_2b_2 - a_1^2a_2b_2) + (b_2c_0) \text{ mod } p = 1 \tag{3a} \\
& ((a_1^2a_2b_2 - a_1^2a_2b_2) + (b_2c_0) \text{ mod } p = 0 \tag{3b}
\end{align*}
\]

Rearranging terms as coefficients of \( c_0, c_1 \) and \( c_2 \), the eq. (3) becomes as follows after considering the fact that \( k \) is equivalent to \( (p \mod 1) \) in modular arithmetic with modulus \( p \), since the algebra is being worked out in GF(p^3):

\[
\begin{align*}
& [b_1c_0 + (0 + (p - 1)a_1a_2b_2)c_1 + (0 + 0 + (p - 1)a_1a_2b_2) \text{ mod } p = 1 \tag{4a} \\
& [b_1c_0 + (b_2 + (p - 1)a_1a_2b_2)c_1 + (0 + (p - 1)a_1a_2b_2) \text{ mod } p = 1 \\
& (p - 1)a_1a_2b_2 + a_1a_2b_2) \text{ mod } p = 0 \tag{4b} \\
& [b_1c_0 + (b_1 + (p - 1)a_1a_2b_2)c_1 + (b_2 + (p - 1)a_1a_2b_2) \text{ mod } p = 1 \\
& (p - 1)a_1a_2b_2 + a_1a_2b_2) \text{ mod } p = 0 \tag{4c}
\end{align*}
\]

### 2.2 Formation of (m x m) K-Matrix for m=3

In order to form k-matrix, the above eq.(4) can be written as,

\[
\begin{align*}
& (k_0c_0 + k_1c_1 + k_2c_2) \text{ mod } p = 1 \tag{5a} \\
& (k_0c_0 + k_1c_1 + k_2c_2) \text{ mod } p = 0 \tag{5b} \\
& (k_0c_0 + k_1c_1 + k_2c_2) \text{ mod } p = 0 \tag{5c}
\end{align*}
\]

where k-values are known and these are equal to,

\[
\begin{align*}
& k_0 = k_0 \text{ mod } p \tag{6a} \\
& k_0 = ((p - 1)a_1a_2b_2) \text{ mod } p \\
& k_0 = (0 + (p - 1)a_1a_2b_2) \text{ mod } p \\
& k_1 = (p - 1)a_1a_2b_2 \text{ mod } p \\
& k_1 = (p - 1)a_1a_2b_2 \text{ mod } p \\
& k_0 = (b_2) \text{ mod } p \tag{6b} \\
& k_1 = (b_1 + (p - 1)a_1a_2b_2) \text{ mod } p \\
& k_1 = (p - 1)a_1a_2b_2 \text{ mod } p \\
& k_2 = (b_2) \text{ mod } p \tag{6c}
\end{align*}
\]

The eq.(5) , i.e., \((k \times c) \mod p = V\) can be solved by using matrix method as,

\[
c = (k^{-1} \times V) \text{ mod } p \tag{7}
\]

where,

\[
V = \begin{bmatrix} 1 \\ 0 \\ 0 \end{bmatrix}, \quad k = \begin{bmatrix} k_0 & k_1 & k_2 \end{bmatrix} \tag{8a}
\]

\[
k^{-1} = \begin{bmatrix} k_0 & k_1 & k_2 \\ k_0 & k_1 & k_2 \\ k_0 & k_1 & k_2 \end{bmatrix}, \quad c = \begin{bmatrix} c_0 \\ c_1 \\ c_2 \end{bmatrix} = \begin{bmatrix} i_{k_0} \\ i_{k_1} \\ i_{k_2} \end{bmatrix} \tag{8b}
\]

While calculating \( k^{-1} \) from k-matrix, one has to ensure that the determinant \( \text{det}(k) \) is non-zero. In the event \( \text{det}(k) = 0 \), the \( B(x) \) is a reducible polynomial and the multiplicative inverses of its elements does not exist. If \( \text{det}(k) \) is non-zero for all the elements, the \( B(x) \) is irreducible and the multiplicative inverses of elements exist. By calculating \( k^{-1} \) from k-matrix
given in eq.(8), one can get solution for \(c_0, c_1, \text{ and } c_2\). In such a case one can write,

\[
(b_2 x^2 + b_1 x + b_0) = (c_2 x^2 + c_1 x + c_0) \mod (a_3 x^3 +
\]
\[
a_2 x^2 + a_1 x + a_0)
\]

2.3 Generalized Column-Wise Patterns of K-Matrix Elements

Following the workouts of the algebraic method for \(2 \leq m \leq 5\) for the purpose of forming \((m \times m)\) k-matrix, if \(k_x\) terms are organized in \(m\) columns with \(0 \leq \text{both}(i,j) \leq \text{(m-1)}\), one notices algebraic similarities up to \((m-1)^{th}\) columns and a new term emerges in the \(m^{th}\) column. The \(k_x\) terms for \(m = 5\) are shown below,

\[
\begin{align*}
1^{st} \text{ column (j=0):} & \quad k_j = b_{x0} \\
2^{nd} \text{ column (j=1):} & \quad k_j = b_{x1} + (-a_{m-1}^{-1}) \{a_{i0}b_{m1}\} \\
3^{rd} \text{ column (j=2):} & \quad k_j = b_{x2} + (-a_{m-1}^{-1}) \{a_{i1}b_{m1} + a_{i0}b_{m2}\} + \\
& \quad (-a_{m-1}^{-1})^2 \{a_{i0}b_{m0} + b_{m1}\}. \\
4^{th} \text{ column (j=3):} & \quad k_j = b_{x3} + (-a_{m-1}^{-1}) \{a_{i2}b_{m1} + a_{i1}b_{m2} + a_{i0}b_{m3}\} + \\
& \quad (-a_{m-1}^{-1})^2 \{b_{m0} \{a_{i1}b_{m1} + a_{i0}b_{m2}\} + a_{i0}b_{m0} \} + \\
& \quad (-a_{m-1}^{-1})^3 \{a_{i0}b_{m0} + b_{m1}\}. \\
5^{th} \text{ column (j=4):} & \quad k_j = b_{x4} + (-a_{m-1}^{-1}) \{a_{i3}b_{m1} + a_{i2}b_{m2} + a_{i1}b_{m3} + a_{i0}b_{m4}\} + \\
& \quad (-a_{m-1}^{-1})^2 \{b_{m0} \{a_{i2}b_{m1} + a_{i1}b_{m2} + a_{i0}b_{m3}\} + \\
& \quad b_{m1} \{a_{i1}b_{m1} + a_{i0}b_{m2}\} + a_{i0}b_{m0}\} + \\
& \quad (-a_{m-1}^{-1})^3 \{a_{i1}b_{m1} + b_{m0}\} + a_{i0} \{a_{i0}b_{m0} + b_{m1}\} + \\
& \quad (-a_{m-1}^{-1})^4 \{a_{i0}b_{m0} + b_{m1}\}. \\
\end{align*}
\]

The similarities of \(k_j\) expressions indicate, (1) First and second columns are respectively for \(1^{st}\) and \(2^{nd}\) columns for \(2 \leq m \leq 5\), (2) Third column is the same for \(3 \leq m \leq 5\), (3) Fourth column is also the same for \(4 \leq m \leq 5\) and (4) Fifth column is for \(m = 5\) only.

Notes:

1. If suffix of any term in \(j^{th}\) column is negative, the concerned term is zero.
2. In k-matrix, maximum number of terms in \(j^{th}\) column of \((m-1)^{th}\) row is \(2^j\).

3. IRREDUCIBLE POLYNOMIALS OVER GF(p^m): A SEARCHING ALGORITHM

From the algebraic method presented in Sec. 2, it is evident that one has to check the \(\det(k)\) of the k-matrix for all the elemental polynomials \(b(x)\) for a particular \(B(x)\). It is interesting to note that in actual computation, one can serve the purpose by having necessary checks much lesser in number. The rationality of adopting reduced number of checks is presented in Sec. 3.1. The related pseudo-code of the program algorithm is described in Sec. 3.2. The results of computation of irreducible polynomials for first six prime moduli are given in Sec. 3.3.

3.1 Reduced Number of Checks over Elemental Polynomials

For \(B(x)\) over GF(p^7), there are 336 elemental polynomials from 7 to 342 out of which 7 to \((7^2 - 1)\), i.e. 42 are linear and \(7^2\) to \((7^3 - 1)\), i.e. 294 are quadratic, while the basic polynomials have \(7^3\) to \((7^4 - 1)\), i.e. there are 2058 cubic polynomials. The reducible \(B(x)\) of degree 3 must be composed either of a product of a linear and a quadratic polynomial or of a product of three linear polynomials. Hence, it is sufficient if \(\det(k)\) is checked for 42 times over linear elemental polynomials only. The \(B(x)\) over GF(p^7) are 4-degree polynomials and reducible \(B(x)\) must be composed of a product either of a linear and a cubic polynomials or of two quadratic polynomials or of four linear polynomials. Hence its reducibility checks can be limited only to linear and quadratic elemental polynomials. Considering the said feature, one can define a parameter \(r\) as,

\[
r = \left\lfloor \frac{m}{2} \right\rfloor + 1
\]

and keep the checks from \(p\) to \((p^3 - 1)\). It may be noted that for a particular \(B(x)\), \(b(x)\) is searched \((p^3 - p)\) number of times, instead of \((p^m - p)\) and that the maximum degree of the factoring elemental polynomial \(b(x)\) to be checked is \(\left\lfloor \frac{m}{2} \right\rfloor \).

3.2 Pseudo-Code of the Program Algorithm

A new algorithm is proposed in this paper to find the irreducible polynomials over GF(p^m) where \(p\) is a prime modulus and index \(m\) is an integer. The pseudo-code of the algorithm is given below.

Pseudo-code of proposed algorithm:

Inputs: \(p\) and \(m\).

\[
r = \left\lfloor \frac{m}{2} \right\rfloor + 1
\]

For \(Bx = p^m\) to \(p^{m+1} - 1\)

Convert \(Bx\) into its equivalent p-base number and store them in an array \(a_j\) defined in eq.(1) where \(a_0\) is the least significant digit.

For \(bx = p\) to \(p^3 - 1\)

Convert the bx into its equivalent p-base number and store them in an array \(b_j\) defined in eq.(1) where \(b_0\) is the least significant digit.

From arrays \(a_j\) and \(b_j\) form the \((m \times m)\) k-matrix described in eq.(8).

Calculate determinant of the k-matrix \(\det(k)\).

If \(\det(k) = 0\)

Current \(Bx\) is reducible.

Break.

Else

If \(bx = p^3 - 1\)
Current Bx is irreducible.

End of Bx

3.3 Results of Computation
The computation is undertaken for monic as well as non-monic irreducible polynomials for the first six prime moduli with \( m = 2, 3 \) and \( 4 \). It is observed that the results of monic irreducible polynomials for first four prime moduli are identical to what is given in [1], [2]. It is also observed that all the non-monic polynomials are in conformity with what is stated in [3]. For prime moduli 11 and 13, there is no mention of irreducible polynomials in literatures. The monic irreducible polynomials for \( p = 11 \) and 13 with \( m = 2, 3 \) and \( 4 \) are obtained and their results for \( p = 11 \) and 13 with \( m = 2 \) and 3 are given in Appendix A while the whole list are uploaded in [18]. Their non-monic polynomials are also found to be in conformity with what is stated in [3].

4. CONCLUSION
The proposed computer algorithm searching all irreducible polynomials over \( \mathbb{GF}(p^m) \) is fast. The computation of 7098 monic irreducible polynomials from among 28561 basic monic polynomials over \( \mathbb{GF}(13^5) \) is undertaken practically in no time in the computing system available to the authors (Pentium(R) 4 CPU, 2.00GHz, 768 MB of RAM, Windows XP Service Pack 2, Compiler Turbo C 3.0).

At present, for all irreducible polynomials with \( p=2 \), one can find multiplicative inverses of all elemental polynomials for all values of \( m \) following Extended Euclidean Algorithm (EEA). It is observed that for irreducible polynomials with \( p=2 \) one cannot find multiplicative inverses of all elemental polynomials using EEA [17]. With little modification, the proposed algorithm can find multiplicative inverses of all irreducible polynomials for \( p > 2 \) with any value of \( m \).

In Sec. 2.3 the \( k_6 \) expressions are presented in five columns for \( m=5 \). Looking at the algebraic expression of the \( m^5 \) column of a particular \( m \) and comparing it with that of the \((m-1)^5 \) column of the previous \( m \), it might be possible to predict the algebraic expression of the \((m+1)^5 \) column for the next \( m \), based on some induction rule. This requires further futuristic initiatives.
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Appendix A
Irreducible polynomials over GF(11^3), GF(11^5), GF(13^3) and GF(13^5)

1. In GF(11^3): Total number of irreducible polynomial is 55

2. In GF(11^5): Total number of irreducible polynomial is 440

3. In GF(13^3): Total number of irreducible polynomial is 728

4. In GF(13^5): Total number of irreducible polynomial is 78