Conceptual Software Reliability Model using Neural Network
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ABSTRACT
Reliability is the one of the most important attribute of the software for customer satisfaction. It is big challenge for the software development organizations to achieve the reliability of the software. Since research on software reliability is being carried out for last three decades and various software reliability models have been developed. These models calculate the reliability of the software and help to take decision to deploy the software or continue the testing process to meet the reliability objective. The models used so far, worked on the basis of some conventions which must be made before the beginning of the project like software development environment, the nature of software failures, the probability of individual failures. Recent research in the field of the Neural Network can also be applied to calculate the software reliability. The best thing to use Neural Network is to calculate the reliability without making any basic assumptions. In this paper, a conceptual model is proposed to develop the software reliability model using the approach of Neural Network.
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1. INTRODUCTION
Software reliability is defined as probability of failure free operation for a specified period of time in a specified environment. [ANSI 91][1]. A failure is the departure of the external results of system operation from user needs and is dynamic in nature. It relates to the behavior of the system. A fault in software is the defect in the program which when executed under particular conditions causes a failure. Failures may be caused by the different set of failures. A fault can cause more than one failure. Fault is a property of program rather than the property of its execution or behavior. Software fault is a defect, missing instruction or extra instructions or set of related instructions that can cause one or more actual. [2]

Reliability of software is measured in terms of failures which are a departure of program operation from program requirements. The software reliability is characterized as a function of failures experienced [3]. Software reliability is of the important factor been considered while ensuring the software quality. Software reliability deals with the failure or faults that exist in the system. [7]

The process of finding and removing faults to improve the software reliability can be described by a mathematical relationship called a Software Reliability Growth Model (SRGM). [4]Software Reliability Model is used to determine whether the reliability of the software meets with the desired reliability as per the demand of the user by utilizing the software failure data or software testing data. By using Software Reliability Model, we can easily measure & predict the software reliability and can plot the software reliability growth charts. The charts of software reliability growth depict the trends that are used to forecast software failures as a function of calendar time. Besides, the charts can also us to determine the additional time needed to meet the reliability requirements and the associated costs. [5] The ability to predict the reliability of a software system would enable project management to better perform product assurance and assess reliability for release. [14]

These models on the basis of test data predict the software reliability. These models try to show a relationship between test data and mathematical functions. [6] SRGM shows how software reliability improves as the faults are detected and repaired. SRGM can be used to predict when a particular level of reliability is to be attained. Thus SRGM is used to determine when to stop testing to attain a given reliability level. There are many software reliability growth models like GO model, JM model, S- Shaped model etc. [9]

Existing models are based on the some assumptions about development environments, the nature of software failures, and the probability of individual failures occurring. All these assumptions must be made before the project begins so selecting an appropriate model in a particular environment may be a complicated and challenging task. Using Neural Network, a software reliability model can be developed without making any prior assumptions. This model can use the failure history as input data and will utilize the failure history to predict the future failures, so will help to estimate software reliability and can be applied in any environment. [8]

2. PROPOSED MODEL
2.1 Basic Architecture
The proposed Software Reliability model is based upon the architecture of Neural Network. The neural networks are made up of layers of neurons connected with each other. One layer receives input from the preceding layer of neurons and passes the output on to the subsequent layer. Input Layer, Output Layer & Hidden Layer are the basic layers in the architecture of the model. Input Layer accepts the input from the external world and passes the input to next layer without performing any useful calculations. Each unit in the input layer acts as a distribution point for the external inputs. Output layer presents the output or response to the external world. The units that output the network’s response to the external world constitute the output layer. Hidden layers are the intermediate layers i.e. their existence is between the input and output layers. These layers have no direct communication with the external world. The number of layers in a network may vary from a lower limit of two (one input & one output layer) to any higher positive integer. In single layer architecture, there is no hidden layer i.e. the network is constituted with the help of input and output layers only. In Multilayer architecture, there are one or more hidden layers with Input and output layers. [10, 12]
Initially we don’t want to declare the number of hidden layers then Cascade - Correlation Network may be used. In this type of Network first we take only Input & Output layer is network and then the network dynamically creates the hidden layers according to the requirement.

### 2.2 Learning Algorithm

To solve a problem using neural network, the network must first be taught solutions using a set of typical instances of input-output pairs known as training set. The procedure by which the network is taught is known as Learning Algorithm. During the training or learning phase, the strength of the interconnection links of the network are adjusted to reduce the residual error resulting from the training set.

There are various learning algorithms. To train the conceptual model, Back Propagation Learning method will be adopted.

**Back Propagation Learning Algorithm** – This algorithm is a class of supervised learning algorithm in which network weights are iteratively adapted using errors propagated back from the output layer.

1. **Initialization Phase** - Initialize the network weights with a set of random values. A set of random values drawn from a known distribution.
2. **Weight Adjustment Phase** – adjust the weights in the direction of steepest decreasing gradient of the error surface i.e. the surface formed by the sum of the square of the error between the desired output & the actual output for all patterns in the training set. This iterative adjustment continues until either a minimum is reached in which the error is less than a pre-specified tolerance limit or until a set number of iterations has been reached. During each epoch, the algorithm presents the network with a sequence of training pairs.

The algorithm then calculates a sum squared error between the desired outputs and the network’s actual outputs. It uses the gradient of the sum squared error (with respect to weights) to adapt the network weights so that the error measure is smaller in future epochs. Training terminates when the sum squared error is below a specified tolerance limit. [10-13]

### 2.3 Training Data

The network is trained with the help of training data which may be collected during the testing. During training, each input it at time \( t \) is associated with the corresponding output \( O_t \). Thus the network learns to model the actual functionality between the independent (or input) variable and the dependent (or output) variable.

List of cumulative execution times \( (e_1, ..., e_k) \) belongs to \( E_k(t) \) and the corresponding observed accumulated faults \( (f_1, ..., f_k) \) belongs to \( F_k(t) \) up to the present time \( t \), and the cumulative execution time at the end of a future test session \( k+h, e_k+h(t+i+d) \) predict the corresponding cumulative faults \( F_k+h(t+i+d) \). [11]

**Table 1. Data Set of Project Failure**

<table>
<thead>
<tr>
<th>Hour</th>
<th>Cumulative Faults</th>
<th>Hour</th>
<th>Cumulative Faults</th>
<th>Hour</th>
<th>Cumulative Faults</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>27</td>
<td>10</td>
<td>93</td>
<td>19</td>
<td>128</td>
</tr>
<tr>
<td>2</td>
<td>43</td>
<td>11</td>
<td>97</td>
<td>20</td>
<td>129</td>
</tr>
<tr>
<td>3</td>
<td>54</td>
<td>12</td>
<td>104</td>
<td>21</td>
<td>131</td>
</tr>
<tr>
<td>4</td>
<td>64</td>
<td>13</td>
<td>106</td>
<td>22</td>
<td>132</td>
</tr>
<tr>
<td>5</td>
<td>75</td>
<td>14</td>
<td>111</td>
<td>23</td>
<td>134</td>
</tr>
<tr>
<td>6</td>
<td>82</td>
<td>15</td>
<td>116</td>
<td>24</td>
<td>135</td>
</tr>
<tr>
<td>7</td>
<td>84</td>
<td>16</td>
<td>122</td>
<td>25</td>
<td>136</td>
</tr>
<tr>
<td>8</td>
<td>89</td>
<td>17</td>
<td>122</td>
<td></td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>92</td>
<td>18</td>
<td>127</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Fig 2: Training States**
2.4 Neural Network Software Reliability Growth Model

The predictive capabilities of Neural Network depends upon the failure data, the input and output data given to the model and the sequence in which the input & output values are presented to the network during training and the complexity of the Network. Software Reliability growth prediction can be expressed in terms of neural network mapping as:

This reliability-prediction problem can be stated in terms of a neural network mapping:

$$P: \{ (E_k(t), F_k(t)), ek+h(t+d)) \} \rightarrow F_k+h(t+d)$$

where $E_k(t), F_k(t)$ represents the failure history of the software system at time $t$ used in training the network and $F_k+h(t+d)$ is the network’s prediction.

For the prediction horizon $h=1$, the prediction is called the next-step prediction (also known as short-term prediction), and for $h>2$ consecutive test intervals, it is known as the n-step-ahead prediction, or long-term prediction. A type of long-term prediction is endpoint prediction which involves predicting an output for some future fixed point in time.

Prediction of the number of accumulated faults can be done after some specified amount of testing. From the predicted accumulated faults, both the current reliability and how much testing may be needed to meet the particular reliability criterion. [1, 15]

3. CONCLUSION

The steps of developing a neural network for reliability prediction are specifying suitable network architecture, choosing the training data, and training the network. Neural Network models require only failure history data as input with no prior assumptions. Using input, the neural-network model automatically develops its own internal model of the failure process and predicts future failures. Because it adjusts model complexity to match the complexity of the failure history, it can be more accurate than some commonly used analytical models.
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