
International Journal of Computer Applications (0975 – 8887)  

Volume 108 – No. 2, December 2014 

13 

Analysis of Tanzanian Energy Demand using Artificial 

Neural Network and Multiple Linear Regression 

Baraka Kichonge  
Nelson Mandela African 

Institution of Science 
and Technology (NM-

AIST) 
P.O. Box 447 Arusha, 

Tanzania 

 

Thomas Tesha 
College of Informatics 
and Virtual Education 
(CIVE), University of 
Dodoma (UDOM), 

P.O. Box 490 Dodoma, 
Tanzania 

Iddi S.N. Mkilaha  
College of Engineering 

and Technology (CoET), 
University of Dar es 

Salaam (UDSM),  
P.O. Box 35131 Dar es 

Salaam, Tanzania 

Geoffrey R John  
College of Engineering 

and Technology (CoET), 
University of Dar es 

Salaam (UDSM),  
P.O. Box 35131 Dar es 

Salaam, Tanzania  

 

ABSTRACT 

Analysis of energy demand is of a vital concern to energy 

systems analysts and planners in any nation. This paper 

present artificial neural network-multilayer perceptron (ANN-

MLP) and multiple linear regression (MLR) techniques for the 

analysis of energy demand in Tanzania. The techniques were 

employed to analyze the influence of economic, energy and 

environment indicators models in predicting the energy 

demand in Tanzania. Statistical performance indices were 

used to evaluate the prediction ability of economic, energy 

and environment indicators models using ANN-MLP and 

MLR techniques. Predicted responses values of ANN-MLP 

and MLR techniques were then compared to determine their 

closeness with actual data values for determining the best 

performing technique. The results from ANN-MLP and MLR 

techniques showed the best model for predicting the energy 

demand in Tanzania were from energy indicators as opposed 

to economic and environmental indicators. The ANN-MLP 

prediction values had a correlation coefficient (CC) of 0.9995 

and mean absolute percentage error (MAPE) of 0.67% 

outperforming the MLR technique whose CC and MAPE 

values were 0.9993 and 0.83% respectively. ANN-MLP 

technique graphical presentation of actual against predicted 

values showed close relationship between actual and predicted 

values as opposed to the MLR technique whose predicted 

values deviated much from actual values. Analysis of results 

from both techniques conclude that ANN-MLP outperform  

MLR technique in predicting energy demand in Tanzania.  

Keywords 

ANN, absolute error, energy demand prediction, multi linear 

regression. 

1. INTRODUCTION 
Analysis and prediction of energy demand is a subject of 

present extensive interest among analysts of challenges in 

energy production and consumption. Studies have shown  

energy demand to be influenced by a number of indicators 

such as population growth, economic performance to 

technological developments [1, 2]. Indicators relationships to 

energy and their effects on futuristic energy demand have 

shown varied and conflicting  results not only across countries 

but also across methodologies for the same country and have 

been detailed in Soytas and Sari [3] and Mozumder and 

Marathe [4] studies. The conflicting results calls for scholars 

to analytically determine the influence of key energy 

indicators in the futuristic energy demand of their countries. 

There exists few studies for Tanzania that attempted to 

examine the relationship between energy indicators 

(variables) and energy demand. These studies were limited to 

the Granger causality test and autoregressive distributed lag 

(ARDL)-bounds testing approaches [5, 6]. The intertemporal 

causal relationship between energy consumption and 

economic growth were examined by  Odhiambo [5] and found 

economic growth is being spurred by energy consumption. 

Ebohon [6] investigated energy consumption and economic 

growth causal directions proxied by GDP and GNP in which a 

simultaneous causal relationship was shown to exists. All 

these studies did not attempt to predict energy demand rather 

the link between energy consumption and economic growth.   

Developing countries such as Tanzania are in the stage of 

improving economically where various economic policy 

reformation and formulation are implemented. Economic 

improvement will unquestionably require a proper energy 

demand prediction tool as energy is important aspect in 

realizing a sustainable development [7].   It is the absence of 

sufficient studies for the energy prediction and analysis tools 

to the influence of the energy key indicators in Tanzania the 

goal of this study bases. The objective was to analyze the 

influence of economic, energy and environmental indicators  

on the prediction of energy demand by the use of artificial 

neural network (ANN) and multiple linear regression (MLR) 

techniques. This is because the ANN and MLR demonstrated 

strong computational abilities to handle complex non-linear 

functions which are the characteristics possessed by energy 

demand indicators [8, 9]. In the last few years, many studies 

have applied ANNs to energy   and to mention a few are solar 

resource potential forecasting [10], predicting global radiation 

[11] predictive and adaptive heating control system [12], 

modeling and control of combustion processes [13] and 

mapping of wind speed profile for energy [14]. The study 

results will present policy makers with an effective and 

accurate tool that can predict long-term energy demand. 

2. PREDICTORS 

2.1 Artificial Neural Networks (ANNs) 
Over the past three decades much advancement has been 

made in developing intelligent systems that can solve 

problems that cannot be programmed by conventional 

programming approaches. This includes the artificial neural 

network (ANN).  In fact many researchers from different 

scientific disciplines designed ANNs to solve a variety of 

problems [15]. This approach has been widely applied in 

solving variety of problems in pattern recognition, prediction, 

optimization, associative memory, and control [15]. It 

provides ideal environment to which the smart world can 

benefit in solving unpredictable and uncontrollable problems 

with subtle range of influencing parameters.  
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In fact ANN can be defined as a highly connected array of 

elementary processors called neurons [16]. They are network 

of simple processing neurons operating on their local data and 

communicate with other neurons [17]. The term ‘neural 

network’ has its origins in attempts to find the mathematical 

representations of information processing in biological 

systems  [18, 19]. Indeed, the plausibility models resemblance 

to biological system is true with regard to the mechanism of 

interconnectivity of the units and their firing when a 

predefined threshold limit is reached; more often termed as 

synaptic strength in physiology. Each neuron in the network is 

able to receive input signals from its preceding unit, to 

process them and to send an output signal to the neurons after 

it. There are many types of neural network but this study is 

confined to a specific type titled Multilayer perceptron feed-

forward network (MLP).  

An MLP feed-forward neural network is the most widely 

studied type of neural network [20] and comprises of neurons 

(the processing units) that are ordered into layers. The layers 

can be put in three different types, namely input layers which 

receives signal from the input variables, hidden layers which 

processes the input fed from the predecessor layers or the 

input variable and the output layer which provides the desired 

or target output signal. Its  output layer of neurons are 

successively connected (fully or locally) in a feed-forward 

fashion with no connections between units in the same layer 

and no feedback connections between layers [15].  Each 

neuron in a particular layer is connected with all neurons in 

the succeeding layer ( 

Fig 1 depicts this).  Figure 2 shows the connection between 

the ith and jth neuron as characterized by the weight coefficient 

wij  and the ith  neuron by the threshold coefficient ϑi. The 

weight coefficient reflects the degree of importance of the 

given connection in the neural network. The output value of 

the ith neuron xi  is determined by equations (1) and (2). 

𝑋𝑖 = 𝑓(𝜏𝑖)…………………….. (1) 

𝜏𝑖 = 𝜗𝑖 +  𝜔𝑖𝑗𝑗 𝑥𝑗 …………… (2) 

Where j consists of all predecessors of the given neuron i and 

f (.) is a transfer (activation) function which may be sigmoid, 

tangent or step function. 

 

Fig 1: A multilayer feed forward neural network 

consisting of four layers 

 

Fig 2: Connection between neurons 

For the case of this research the sigmoid function of the form 

given in equation (3) was adopted and the summation in 

equation (2) is carried out over all the neurons j of the 

preceding layer connected to the neuron i of the current layer. 

           f τ =
1

1+exp (−τ)
…………………………….. (3) 

With the supervised learning process, the threshold 

coefficients also known as bias ϑi  in equation (2) and weight 

coefficients ωij   are changed to minimize the sum of the 

squared error between the computed and desired output 

values. This is done using the training data fed into the system 

on every neuron as information passes. The equation (4a) 

shows the actual minimization where x and y are the 

computed and desired vector for the output neurons and the 

summation runs over all output neurons. 

𝐸 =
1

2
 𝑥 − 𝑦 2………………………..… (4a) 

𝐽 𝐸 =
1

2
 (ℎ𝐸 𝑥𝑖 − 𝑦𝑖)

𝑛
𝑖=1

2
…………… (4b) 

The widely used training algorithm for the MLP is the back 

propagation algorithm using the gradient descent applied to a 

sum-of-squares error function [20]. The intuition is to find 

how close is estimation x to the required or target y as shown 

in equation (4a) and update all other neurons. This can be 

reformulated into a cost function in equation (4b) and the 

network is initialized with a  randomly chosen weights which 

is the initial guess value of E. The gradient of the error 

function is computed and used to correct the initial weights, 

this is repeatedly changed to minimize J E  until it converges 

to value that minimizes the Error E so that the input and 

output are as close as possible. With the back propagation the 

information update when the weight value is changed is 

propagated backward. 

2.2 Multi Linear Regression (MLR) 
Multiple linear regression (MLR) is a multivariate statistical 

technique that examines the relationship between a dependent 

variable and two or more independent variables by fitting a 

linear equation to observed data [21, 22]. MLR is an extension 

of simple linear regression analysis capable of predicting the 

single dependent variable using a set of known independent 

variables. In MLR there are p independent variables whereas 

the relationship amongst dependent and independent variables 

is given in equation (5) [22].  
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yi = β0 + β1x1i + β2x2i + ⋯  βp xpi + ei                                    (5) 

where β0  is a constant term and β1  to βp represents the 

coefficient that relates the p independent variables. If the 

value of p is equaled to 1, then the equation 5 will represent a 

simple linear regression. MLR models have been effectively 

employed in the forecasting of the consumption of various 

commodities like electricity requirement, coal, gas and 

petroleum products [23, 24]. Regression analysis according to 

Yee [25] has been and still the most popular modeling 

technique in predicting energy demand. 

3. METHODOLOGY 

3.1 Data Collection and Preprocessing 
The data collection included historical data over the period 

from 1990 to 2011. The data sources were from National 

Bureau of Statistics (NBS), World Development Indicators, 

International Energy Agency (IEA), Bank of Tanzania (BoT) 

and Tanzania Electric Supply Company Limited 

(TANESCO). The annual dataset used in this study for all 

variables included population, GDP, per capita energy use, 

total primary energy supply, gross national income per capita, 

electricity generation and green house gas emissions. The pre-

processing of the data to fit in the proposed models was done. 

The three proposed models based on the indicators of study 

were economic, energy and  environment indicators models. 

The models were proposed with the objectives of determining 

the influence of indicators in the prediction of energy demand. 

3.2 Experimental Setup 
In the experiment, two predictors were used for the study. 

They included the artificial neural networks (ANN) with the 

multilayer perceptron (MLP) architecture and the multiple 

linear regression (MLR). The artificial neural networks 

(ANN) with the multilayer perceptron (MLP) architecture is 

abbreviated as ANN-MLP throughout the study. The cross-

validation with k-folds was also adopted for training. The 

training set was thus split into k chunks with k − 1 chunks 

used for the training and the remaining chunk for the 

validation process aimed at evaluating the model 

performance. In fact each of the chunk in the k splits will 

eventually be used as a validation against the rest. The 

performance measure reported by k-fold cross-validation is 

then the average of the values computed in the loop.  

The software used for this study was Weka which is a suite of 

machine learning software written in Java applicable for data 

mining tasks [26]. Weka is composed of tools for pre-

processing of data, classification, regression, clustering, 

association rules, and visualization [26, 27]. Weka is designed 

to bring a range of machine learning techniques under a 

common interface due to the fact that the various 

implementations in existence requires the data to be presented 

in their own format, and their own way of specifying 

parameters and output [28]. In fact Weka has smoothed the 

differences of the implementations and offers consistent 

method for input format, simulations and results analysis. 

Weka interface has made it easy enough that users need only 

to concern themselves with the selection of features in the 

data for analysis and what the output means, rather than how 

to use a machine learning scheme (package). 

3.3 Performance Evaluation 
The models’ performances in both approaches were evaluated 

by using the following statistical parameters: correlation 

coefficient (CC), root mean squared error (RMSE), mean 

absolute error (MAE), mean absolute percentage error 

(MAPE) [29], root relative squared error (RRSE) and relative 

absolute error (RAE) [30, 31]. The values of statistical indices 

were derived from statistical calculation of observation in the 

models output predictions and are given in equations 6 - 9 [32, 

33]. Selection of the best model for estimating energy demand 

was done considering higher correlation coefficient with the 

lowest root mean square error, mean absolute error and 

relative absolute error. 

RMSE =  
1

𝑛
 (𝑃𝑖 − 𝑎𝑖)

2

𝑛

𝑖=1

                                         (6) 

RAE =  
  𝑃𝑖 − 𝑎𝑖  

𝑛
𝑖=1

  𝑎  − 𝑎𝑖  
𝑛
𝑖=1

                         7  

MAE =
1

𝑛
   𝑃𝑖 − 𝑎𝑖  

𝑛

𝑖=1

                                                8  

 MAPE (%) =
100

𝑛
   

𝑃𝑖 − 𝑎𝑖

𝑃𝑖 

𝑛

𝑡=1

                               9  

Where 𝑃𝑖   is the actual values of 𝑃𝑡+1 with  

𝑖 = 1, 2, 3, 4,… , 𝑛 𝑦𝑒𝑎𝑟𝑠 observations; 𝑃𝑖
′   is the average of 

𝑃𝑡+1 ; 𝑎𝑖  is the predicted 𝑃𝑡+1values and  𝑛   is the total 

observations. 

4. RESULTS AND DISCUSSIONS 

4.1 Training and Validation  
A cross-validation technique with 10 folds was 

experimentally chosen for  the analysis of energy demand. 

Data set was broken into 10 different sets of size n/10  also 

known as chunks and the training was carried out on 9 sets 

and testing was done on the remaining one.  For each 10 

experiments carried out, 9 folds were used for the training and 

the remaining fold for evaluation. The rotation was kept 

changing the evaluation fold for each iteration until each of 

the fold has been used for evaluation against the rest.  For this 

case the true error was estimated by taking a mean accuracy. 

4.2 Architecture Identification 
The most appropriate ANN-MLP architecture was selected by 

considering performance indices to represent the best 

generalizing ability among the architectures. The first ranking 

experimental results for economic indicators model were from 

the architecture with two neuron in hidden layer (3-2-1) and 

CC value of 0.9983. The second and third ranking 

architectures for economic indicators model had CC values of 

0.9983 and 0.9982 but were  characterized with the highest 

MAE, RMSE, RAE and RRSE values as compared to the best 

architecture. ANN-MLP experimental results for the energy 

indicators model with architectures  (4-4-1) showed the best 

accuracy as compared to other architectures that were 

examined. The CC values of the second and third ranking 

architectures had the same values as the first ranking  

architecture but their MAE, RMSE, RAE and RRSE values 

were the highest. The best results for environment indicators 

model were from the architecture that doubled the number of 

hidden neurons relative to the number of input neurons (3-6-

1). The second and third ranking  architectures for 

environment indicators model had both CC value of 0.9986 

which was less than the first ranking architecture value 

accompanied with highest MAE, RMSE, RAE and RRSE. 

Results for the first ranking architecture involving economic, 

energy and environment indicators model are summarized in 

Table 1. 



International Journal of Computer Applications (0975 – 8887)  

Volume 108 – No. 2, December 2014 

16 

Table 1: ANN-MLP models performance comparison 

 Economic 

indicators 

model 

Energy 

indicators 

model 

Environment 

indicators 

model 

CC 0.9983 0.9995 0.9987 

MAE 0.1331 0.0873 0.1586 

RMSE 0.2108 0.1155 0.2009 

RAE 3.92% 2.57% 4.67% 

RRSE 5.56% 3.04% 5.29% 

Architecture 4 – 2 - 1 4 – 4 - 1 3 – 6 - 1 

4.3 ANN-MLP results  
The economic, energy and environment indicators  models’ 

results are presented in this section to show the comparison of 

the predicted values against actual values for the purpose of 

determining the best indicators for prediction of energy 

demand in  Tanzania based on ANN-MLP technique. The 

results as presented in Table 1 are the statistical parameters  

for performance evaluation of the models. As illustrated in 

Table 1, the correlation coefficient based on the energy 

indicators model is 0.9995 whereas the economic and 

environment indicators models  had 0.9983 and 0.9987 

respectively. The CC value of energy indicators model  

depicts a higher degree of correlation to energy demand as 

compared to economic and environment indicators model 

using ANN-MLP technique.  The magnitude of differences 

between the CC values among the models is very small to 

determine the supremacy of the energy indicators model. 

Statistical performance evaluation parameters are further 

compared to determine the first ranking model among the 

three. In terms of RMSE, RAE, MAE and RRSE values, the 

energy indicators model values were  less  in comparison to 

economic and environment indicators model respectively. 

Though the results of ANN-MLP techniques are numerically 

close in terms of CC values, the statistical performance 

evaluation parameters on energy indicators model ranks the 

first in prediction accuracy as compared to its counterparts. 

The computational of absolute percentage error (APE)  using 

data in Table 2 and equation (10) for energy indicators model 

show fluctuations between 0.01% and 2.03% while in 

economic indicators and environment indicators model 

fluctuate between 0% and  4.04% and  0.27% and 4.75% 

respectively. The computed mean absolute percentage error 

(MAPE) using equation (9) for economic and environment 

indicators models are 0.93% and 1.19% respectively whereas 

in energy indicators model is 0.67%.  As it can be observed 

the MAPE between actual and predicted values for energy 

indicators models are within acceptable accuracy outpacing 

the economic and environment indicators models. The 

statistical performance evaluation parameters are in favor of 

the energy indicators model. This is because the energy 

indicators perform better in comparison to its counterpart 

when using the ANN-MLP technique. 

APE  % =  
 Actual Values − Predicted Values

Actual Values
  ∗ 100                              10  

The graphical presentation of absolute errors deviations for 

economic, energy and environment indicators  models using 

ANN-MLP technique are illustrated in Figure 3. The upper 

absolute errors deviation of predicted against actual values for 

energy indicators model is 0.214 while in economic and 

environment indicators models are 0.455 and 0.536 

respectively. These values again confirm the energy indicators 

model as the best as compared to environment and economic 

indicators. The patterns exhibited by economic and 

environment indicators models have high deviations values 

between actual and predicted values. The absolute errors 

deviations of a predicted values against actual values in 

energy indicators model are minimal as compared to the other 

models.  With regards to absolute errors deviations curves a 

conclusion is drawn that for better prediction, the  energy 

indicators model is better in comparison to its counterparts. 

4.4 Multiple Linear Regression (MLR) 

Results 
A summary of the MLR statistical performance results is 

shown in Table 3 for economic, energy and environment 

indicators models. The results show that the CC value for 

energy indicators model has a higher value as compared to 

economic and environment indicators models. The greater CC 

for energy indicators model indicates a higher correlation in 

predicting energy demand as opposed to economic and 

environment indicators using MLR technique. This implies 

that the prediction by energy indicators model are more 

accurate than that of its counterparts.  The second and third  

are as shown in Table 3. 

In  Table 3 it is further shown that RMSE, RAE, MAE and 

RRSE for energy indicators model are correspondingly less 

valued as compared to the economic and environment  

indicators models. The lower RMSE, RAE, MAE and RRSE 

values as depicted by energy indicators model represents a 

higher accuracy in the prediction of energy demand. Using 

equation (10), the APE values computed from Table 4 for 

energy indicators model depicts fluctuations between 0.09% 

and 2.19% while the economic and environment indicators 

model fluctuates between 011% and  7.18% and  0.06% and 

8.62% respectively. The MAPE values for economic and 

environment indicators models computed using equation (9) 

are 2.5% and 3.27% respectively while in energy indicators 

model is 0.83%. MAPE further shows that energy indicators 

model outperform its counterparts.  

The graphical presentation of absolute errors deviations 

between actual and predicted values for all models are 

illustrated in Figure 4. The absolute errors values for 

predicted against actual values for energy indicators model are 

lower than the other models. The upper absolute error values 

deviations for energy indicators model is 0.286  while for 

economic and environment are 0.809 and 0.971 respectively .  

Looking at the three absolute errors deviations curves, the 

economic and environment indicators models curves exhibits 

the higher fluctuations over the entire dataset. It is thus drawn 

from the absolute errors deviations curves  that for better 

energy prediction, the energy indicators model leads its 

counterparts.
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Table 2: ANN-MLP technique models output comparison 

 

 

Figure 3: Absolute error values comparison among models - ANN-MLP technique 

Table 3: Statistical parameters  performance evaluation of models – MLR technique 

 Economic  indicators model Energy indicators model Environment indicators model 

CC 0.9942 0.9993 0.9901 

MAE 0.3412 0.1102 0.4431 

RMSE 0.3904 0.1329 0.5123 

RAE 10.06% 3.25% 13.06% 

RRSE 10.29% 3.51% 13.51% 

 

Table 4: MLR technique models output comparison 
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Figure 4: Absolute error values comparison among models – MLR technique 

4.5 ANN-MLP and MLR Performance 

Comparison   
The energy indicators model  is shown to have a strong 

influence in the prediction of energy demand by 

outperforming the economic and environmental indicators 

models. Table 5 shows performance evaluation indices for 

energy indicators model. It is shown that the CC has greater 

values and MAE, RMSE, RAE, RRSE and MAPE have lesser 

values in the ANN-MLP in comparison to the MLR values. 

  

 

Figure 5 presents the comparison between predicted values 

against actual values for  energy indicators  model  in both 

ANN-MLP and MLR cases. The observations on the curve 

produced by  ANN-MLP approach show that, the predicted 

values are close to the actual values as compared to curve 

produced by MLR approach. This  was noted in the 

experimental results where RMSE, MAE, RAE, RRSE and 

MAPE had lower values and higher CC values. These 

observations  show that, the ANN-MLP provides better results 

than MLR technique for energy demand prediction. 

 

Figure 5: Comparison of actual values and predicted values for ANN-MLP and MLR techniques 
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Table 5: ANN-MLP and MLR performance comparison 

 ANN-MLP 

Technique 
MLR-Technique 

CC 0.9995 0.9993 

MAE 0.0972 0.1102 

RMSE 0.1229 0.1329 

RAE 2.82% 3.25% 

RRSE 3.25% 3.51% 

MAPE 0.67% 0.83% 

5. CONCLUSION 
This paper presented ANN-MLP and MLR techniques for 

determining an accurate prediction tool for energy demand in 

Tanzania using economic, energy and environment indicators 

models. The ANN-MLP and MLR techniques were first used 

to analyze separately the influence of economic, energy and 

environment indicators models in the energy demand of 

Tanzania. Then statistical performance indices were applied to 

evaluate the estimating ability of economic, energy and 

environment indicators in predicting energy demand using 

ANN-MLP and MLR techniques. The best performing 

indicators model from each techniques were then compared to 

determine the best energy demand prediction technique for 

Tanzania. Results from both ANN-MLP and MLR techniques 

unanimously determined that energy indicators  model as the 

first ranking followed by economic and environment 

indicators models. Results for energy indicators model under 

ANN-MLP technique had a CC values of 0.9995 against 

0.9993 for MLR technique. Comparison of the statistical 

performance indices showed that MAPE value of energy 

indicators model under ANN-MLP technique is 0.67% much 

better than that of MLR technique valued at 0.83%. The 

RMSE, MAE, RAE and RRSE values of energy indicators 

model under ANN-MLP technique had less numerical values 

as opposed to MLR technique. Additionally, ANN-MLP 

technique had predicted values curve close to the actual 

values as compared to the curve produced by MLR technique  

whose results deviated much from actual values. Based on the 

results of this study it is concluded that ANN-MLP technique 

outperform  MLR approach in estimating energy demand for 

Tanzania. The study results therefore suggests energy 

indicators model as an accurate model in estimating energy 

demand of Tanzania and the ANN-MLP as the best technique 

in such analyses. The use of ANN-MLP technique in 

estimating future energy demand will endeavor government in 

decision making on expected energy demand for the long-run 

sustainable development.  

6. FUTURE WORK 
Further studies are needed to compare the ANN-MLP results 

with other algorithms for analysis of energy demand in 

Tanzania. 
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