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ABSTRACT 
Recently high performance and low power consumption 

custom memory design system is the crucial innovation for 

wireless embedded devices. In this paper we have 

implemented MIPS based memory architectural design and 

analyze its simulation efficiency. Low power and high 

performance embedded devices such as mobile, wifi devices 

implemented with MIPS architecture design that reduces the 

access time and increases the system performance. Existing 

CAM cell design also reduces the access time as in efficient 

manner. We have analyzed CAM architecture design with 

xup-5 FPGA environments and analyze CAM cell efficiency. 

MIPS RF memory has implemented for various high 

performances ASIP design architecture and embedded 

devices.   
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1. INTRODUCTION 
In HDL simulation, Xilinx simulator software verifies the 

functionality and timing of MIPS design architecture. This 

simulator used to interpret the VHDL or Verilog code into 

circuit functionality and performs the logical results of HDL 

to determine the correct our circuit operation. Xilinx simulator 

is used to creating and verifying the complex functions in a 

relatively small amount of time. Jain, M.K., Balakrishnan M. 

and A. Kumar A. [1] designed scheduler based technique for 

exploring register file size; number of register window and 

cache configuration. Kuldar, M., Fan, K., Chu M. and 

Mahlke, S. [2] proposed a technique to synthesize the local 

memory architecture of a clustered accelerator using a phase-

ordered approach. Vahid, F., Stitt, G., Guo Z. [3] proposed 

synthesis method for FPGAs utilize advanced memory 

structure, such as smart buffer, that require recovery of 

additional high-level information about loops and array. P. 

Meloni, S. Pomato, G. Tuveri, L. Raffo, M. Lindwer, [5] 

proposed an emulation tool chain for ASIP design. Prikryl, Z., 

Kroustek, I., Hruska, T., Kolar, D. [6] proposed fast and 

accurate processor simulator is used for effective design of 

modern high performance application specific instruction set 

processor. Meloni, P., Pomato, S., Raffo, L., Lindwer, M. [7] 

proposed integrated tool chain design & evaluated the ASIP 

systems. Jordans, R., Diken, E., Jozwiak, L., Corporaul, H. [8] 

proposed build master framework. This framework used 

efficient automated cache compilation and simulation for 

ASIP. C.K. Lai, Y.J. Huang and J.F. Lia [9] proposed a 

simple and effective built-in self-repair (BISR) scheme for 

content addressable memories (CAMs) with address-input-

free writing function. Three novel cache models [10] using 

Multiple-Valued Logic (MVL) to reduce the cache data 

storage area and cache energy consumption for embedded 

systems. Spin-transfer torque RAM (STT-RAM) [11] is an 

emerging nonvolatile memory technology that has low-power 

and high-density advantages over SRAM.  

2.  MIPS REGISTER FILE DESIGN  
MIPS 64-bit memory architecture (see figure 1) design 

implemented when clock enabled condition  input  and 

IRWrite High, and the synchronous reset (Rst_n) input is 

Low, the data inputs (memory Data) is transferred to the 

corresponding data outputs (instruction) during the Low-to-

High clock (clk) transition. When Rst_n is high, resets the 

data output Low on the Low-to-High clock transition states. 

When IRWrite is Low, there is no transitions occurred. MIPS 

memory architecture performs efficient memory operations.  

2.1 Instruction Implemented 64-bit MIPS 

RF 
MIPS perform instruction set designs have implemented the 

output form data in long and short instruction format. 

Synthesize design have analyzed the MIPS RF and viewing its 

internal structure (see figure 2&3) with XUP-5 FPGA 

environment. Input design section has implemented in the 

form of memory data When IRWR activated memory write 

operation is performed and memory read operation performed 

data output state. 16-bit output instruction design performs the 

internal operations of ISA level. After doing these simulations 

process access time and delay time also reduce. 

 

Fig 1: Instruction implemented MIPS RF design  
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Fig 2: RTL design of MIPS RF design 

 

Fig 3: Synthesize 64-bit MIPS register file design 
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2.2 FPGA Implementation of MIPS RF 

Design  
FPGA boards allow as viewing and verifying the post-Place, 

Route implementation of our design. During these simulation 

FPGA board allow as to directly modifying the physical 

design architecture and implement the UCF files to verify our 

design. Memory data, memory hierarchy, clocks and 

instruction design analyzed in XUP-5 FPGA environments 

(see figure 4, 5, 6& 7). MIPS RF design have implemented on 

xup-5 FPGA device (see figure 8) and simulation result 

implemented for low power embedded devices. MIPS RF 

VHDL OR VERILOG code analyzes the logical results of the 

HDL to determine internal circuit operations. During HDL 

analysis, XST used to check the circuits HDL code is correct 

or not. Input memory data produces the output instruction 

formats and these designs perform less access time and 

propagation delay time. MIPS RF design code performs better 

simulation results (see figure 9) and these design consume 

less access time so it can be used for high performances 

devices.  

 

Fig 4: Memory Data analysis in FPGA 

 

Fig 5: Hierarchy design of MIPS 
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Fig 6: Clock analysis in XUP-5 FPGA 

 

Fig 7: Instruction analysis in xup-5 FPGA Board 

 

Fig 8: Xup-5 board   
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Fig 9: Simulation results  

3. CAM CELL DESIGN  
CAM (see figure 10) cell perform its operation when match 

circuits is in active state. Each CAM cell has match logic as 

comparator to check the match contents. When match 

activated, indicating a match occur, while the other match 

lines indicating a mismatch condition. During CAM 

simulation process we have analyzed the synthesis design 

architecture with XUP-5 FPGA environment. We implements 

low levels CAM design with 1024 data input state and output 

addresses in 8-bit forms respectively.  CAM design 

implemented with match logic as comparator, data input 

circuits, address circuits, output circuits etc (see figure 11). 

Synthesize design architecture perform the matching 

operation and have simulation access time as 0.1ns due its 

design complexity (see figure 12& 13). When CAM hit occur 

then CAM enable & CLK unit activated and performs cam 

output results. After this simulation we get lower propagation 

delay time. 

 

Fig 10: Cam design analysis 
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(a) CAM input section design 

 

(a) CAM output section design 

Fig 11: Cam design architecture 

(a)  CAM input section design & (b) CAM output section design



International Journal of Computer Applications (0975 – 8887)  

Volume 108 – No. 13, December 2014 

19 

 

Fig 12: CAM RTL Design 
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Fig 13: Synthesize Design architecture of CAM 

4. COMPARATIVELY MEMORY 

SIMULATION ANALYSIS 
In comparative memory simulation procedure recently cache 

memory performs accurate, low power consuming & have 

lower access time it became cheaper than cam and RF. MIPS 

based memory architecture memory design implemented that 

performs efficient simulation results and reduces the access 

time as well as increased the simulation efficiency for low 

power embedded devices. We improve memory efficiency 

with internal clock mechanism (see figure 14). Comparatively 

analyze that SRAM have access time as 1ns and CAM cell 

contains memory access time as 0.1ns due to its design 

complexity but MIPS implemented architecture memory 

deign reduces the propagation delay time and have access 

time  as 0.01ns (see figure 15).   
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Fig 14: Internal clock mechanism of MIPS RF design 

 

Fig 15: Comparitive analysis of MIPS register file
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5. APPLICATION SPECIFIC  

ARCHITECTURAL MEMORY DESIGN 

SIMULATION    
Memory architectural design have implemented according to 

specific application. We have used standard boot loader 

application and integrate the MIPS RF memory architecture 

on targeted hardware environment. After targeting we have 

analyzed the ISA behaviour for specific application. These 

simulations processes ISA architecture behaviour analyzed for 

specific application with XUP-5 FPGA [4] hardware platform 

(see figure 16). Recently MIPS RF memory design 

implemented for ASIP design architecture and low power 

Embedded designing.   

 

Fig 16: ASIP simulation analysis with MIPS RF  

6. CONCLUSIONS 
MIPS memory architecture design analyzed with the help of 

Xilinx simulator. MIPS RF design reduces the access time with 

high speed microprocessor clock rate. We have analyzed the 

MIPS memory efficiency and verified our design with xup-5 

FPGA environments. After doing this simulation process we can 

get efficient result regarding highly reduction of simulation access 

time used for recently artificial intelligence, mobile, wireless and 

medical devices. These MIPS implemented memory design 

performs efficient ISA design architecture and performs lower 

access time. Comparatively analysis of MIPS based memory 

architecture performs less propagation delay time so it can be 

used for ASIP design architecture and future high performance 

design implementation. 
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