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ABSTRACT
Now a days, Text clustering becomes an important application to organize the data and to extract useful information from the available corpus. Many previous clustering techniques have difficulties in handling extreme outliers but fuzzy clustering algorithms tend to give them very small membership degree in surrounding clusters. In this paper we proposed an aggregated probabilistic Fuzzy relational sentence level expectation maximization clustering algorithm for efficient text categorization. It will give the accurate and maximum similarity by finding the relevance of sentences which belongs to a particular cluster. This technique leads to a fuzzy partition of the sentences and find out the accurate probability of the words belongs to a cluster. This algorithm is particularly used in finding maximum likelihood estimates of words in a given sentence. It gives the low search results with highest accuracy. The practical results show that the proposed method obtains better and accurate results for getting best sentence-wise text classification when compared with the existing methods.
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1. INTRODUCTION
Cluster analysis is useful tool for finding required information from available large sets of text. Cluster analysis is a technique for classifying data [1], i.e., to division of a given set of objects or things into a set of classes or clusters based on similarity. The goal is to divide the sentence into words and then know the probability of belonging to a particular class or cluster [2]. It is a method of finding the relevance of sentences to some class or cluster. The hard clustering methods restrict each point of the data set to exactly one cluster [1]. These methods yield exhaustive partitions of the example set into non-empty and pair wise disjoint subsets. Fuzzy cluster analysis, [3] allows accurate relevance of words to clusters in the range of [0, 1]. This tells the flexibility to express that data points belong to more than one cluster at the same Time. Furthermore, these relevance of words offer accurate estimation. Clustering is the process of grouping or aggregating of data items. Sentence level clustering used in different applications such as classify and categorization of documents and organizing the documents, etc [4]. In text processing, sentence clustering plays an important role and is used in various text mining activities [5]. Size of the clusters may change from one cluster to another [6]. The previous clustering algorithms have some problems in clustering the input dataset [3] and also not identifying the outliers. Against the drawbacks of these clustering algorithms, Later various clustering algorithms can be developed for the clustering of sentences [7]. In those, Contents present in text documents contain hierarchical structure and there are many of the terms present in the documents which are related to more than one point [8]. But in the previous algorithms, the accuracy of belonging to a particular class or cluster is very low. Hence we proposed aggregated probabilistic Fuzzy relational sentence level expectation Maximization clustering algorithm.

The various previous algorithms can be facilitates some poor performance. The fuzzy algorithms find all the possibilities of relevance. From this method a large variety of clustering techniques was derived with more complex prototypes, which are mainly interesting in data analysis applications [9]. However, the generalization of these techniques to clustering uncertain data or objects is not yet explored. The sentence can be accurately predicts the level of matching to a particular cluster.

The Text classification plays major role today for all fields [10]. Recently, fuzzy set theory is more and more frequently used because of its simplicity and usage in different applications [11]. The theory has been successfully applied to use in many fields. The Fuzzy concept is very popular to get accurate and efficient results.

In this context, a generalization of the previously methods in order to be used in clustering of fuzzy data [9] would be a meritorious research. In this work, a new Aggregated probabilistic fuzzy relational clustering algorithm, based on the Sub systems concept. The fuzzy sub systems are used to find the relevant information regarding similar to a class. [12]. This clustering process divides the words in a given sentence of a Fuzzy System into a set of classes or clusters of fuzzy system based on similarity. From this new strategy, a flat fuzzy system \( S(x) \) can be organized into a hierarchical structure of fuzzy systems. This fuzzy modeling is a trusted method to identify fuzzy models of target systems with many input variables or/and with different complexity interrelation. This method easily identify the correct class and gives accurate results. In, this proposal of a new technique, the Clustering of words in a given sentence, based on following methodology to decompose a original fuzzy system. Let us take \( S(x) \) is the original function. Then it is divided into a set of \( n \) fuzzy sub-systems \( S_1(x), S_2(x),...,S_n(x) \), which is organized in a fuzzy system. Each of these sub systems contains the information of the system \( S(x) \). The proposed algorithm allows grouping a set of words into some subgroups (clusters) of similar relevance. It is a generalization of the Probabilistic Clustering Algorithm [8], here applied to words instead of points. With this algorithm, the system obtained from the data is transformed into a new system, organized into several subsystems, in system structures. This can be done in a several steps. Firstly, a brief introduction to fuzzy systems is presented. But much of these data are of potentially not useful. In order to make it useful one, we need to extract the
knowledge or information underlying the data. Data mining is a process of taking the valuable information from the huge amount of data. Clustering techniques can help in this data discovery and data analysis. APPRSEC algorithm is mainly useful in retrieving the information. Clustering text [7] at the sentence level and document level has many differences. Document clustering partitions the documents into several parts and cluster those parts based on the overall understanding of content. It doesn’t give much importance to the meanings of each sentence in the document. So, there may be a content overlap or finding the hard data. Each data element in hard clustering method belongs to exactly one cluster.

1.1 Clusters of data
There are many algorithms already there for clustering of text or data [10]. Each algorithm will group the data objects based on some metrics or measure. The useful data can be classified for better way of getting things. Clustering is used in many different applications. The text mining [10] is the process of extraction or getting data efficiently. The retrieving of information is challenging today [13]. The similarity of words in a given sentence will decide the accuracy of belonging to a cluster. Sentence Clustering mainly used in variety of text mining applications. Clustering is one of the most [11] important concept for group of objects. When searching for a required data this technique is very useful.

2. BACK GROUND AND RELATED WORK

2.1 Efficient Sub Division of a System:
The subdivision of a given system always avoids the difficulty and problem. The sub division of a system concept simplifies the system easily and conveniently. The words can be taken from a particular related sentence and then solve it by getting aggregates. Based on this the estimation of nearest class can be identified. The text classification is very important for not only for the country but also for the entire world. The Clustering is one of the data mining techniques [13] that are used for classifying text. In this paper, we are going to present aggregation of probabilities of words in a given sentences. Then by finding the aggregated probabilities we will get Accurate and efficient results.

2.2 The Relevance Similarity of Sentences:
This proposal is a new approach for measuring the similarity between the collection of words and then the sentences. The relevance of words in a sentence can specify how much similar they are to the given classes of clusters. The finding of this important similarity gives the proof using this method [13]. The combining of sub systems gives the better results. The proposed approach outperforms the similarity between the words by find out the probabilities with the use of sub systems of a given system.

2.3 Experiments on Probabilistic Sentence Level Clustering
Identifying required data plays an important role in Text mining. The proposed method is based on the concept of the aggregated probability of sentences [15]. It used to find the relevant information or data sentences from a collection of documents. It uses the concept of sub division of a system.

2.4 Aggregated Expectation Maximization Clustering Algorithm
Nowadays, large amount of data is available in the form of texts. It is very difficult for the people to find out useful and significant data [16]. For getting useful data we have many different algorithms. The useful data can be taken from the large amount of data which is available and this data is in short and concise form. This proposal describes a system, which consists of two steps. In first step, we are finding out the relevance of words in a given sentence [17]. In second step, we are implementing Expectation Maximization Clustering Algorithm [18] to find out sentence similarity between the sentences based on the value of aggregated relevance of sentences, we can easily estimate the matching of text data to a class.

2.5 Fuzzy Logic
Fuzzy Logic concept was used in many applications. Basically, it permits the values to be defined for use. This logic is very popular now a day because of its effective identification of T or F [6]. This can be used to find out the True or false. This can be used in different operations. This concept can be shown with an example below. This diagram shows the importance of fuzzy concepts in various applications. Let take three age groups young, middle aged and old. It shows below with Fuzzy concept [11]. The fuzzy concepts are used in the different applications today. It can add the better identification of data or text to the users who can expect the efficient data[11]. In the following example the persons who are in between middle aged and old can also be identified efficiently with the usage of fuzzy concepts [6].

![Figure1. Fuzzy vs Non Fuzzy classification](image-url)

**Fuzzy Classification Example1:**
Let us take an Example to classify the text using Fuzzy logic and fuzzy set concept which is very advantageous.

\[
\text{Tall}(x) = \begin{cases} 
0, & \text{if height}(x) < 5 \text{ ft.}, \\
1, & \text{if height}(x) \geq 7 \text{ ft.} 
\end{cases}
\]

\[
\text{Height}(x)-5\text{ft.})/2\text{ft.}, \text{if } 5 \text{ ft.} \leq \text{height} (x) \leq 7 \text{ ft.},
\]

```
2.6 Relation by Relevance  
In this aggregated probabilistic algorithm the relation between the sentence and a particular class can be found out by calculating the relevance and aggregation of words in a given sentence. The highest probability of sentence can have a highest priority to belong into a particular class of cluster.

3. PROPOSED WORK  
In this work the analysis of one can take advantage of the efficiency and stability of clusters, when the data to be clustered are available in the form of similarity relationships between pairs of words. More precisely, we propose a new aggregated probabilistic Fuzzy relational sentence level expectation maximization clustering algorithm which does not require any restriction on the relation matrix. This APFRSEC algorithm is applied for the clustering of the text data which is present. APFRSEC will give the output as clusters which are grouped from text data which is present in a given document. In this APFRSEC algorithm, Page Rank algorithm is used as similarity measure.

3.1 Page Score Value  
The description the application of the algorithm to data sets, and shows that the algorithm performs better than other fuzzy clustering algorithms. In the proposed algorithm, the use of Page score algorithm is to calculate the number of page hits and traffic. Page score algorithm is used to determine the importance of a particular node or thing to visit for usage. This algorithm specifies the most occurrences of things in use. This score is known as Page rank Score. Sentence is represented by system in this assumption. Then find out the most possibility of nearer representing similarity between sentences. It can represent the important relevance to a sentence. The aggregation concept here used to data reduction and better performance. Sentence in a document is represented by a node in the directed graph and the probabilities specify the similarity to a class. The page score algorithm retrieves the data based on the number of hits.

3.2 Emax Algorithm  
It is a method that tries to find aggregated probabilities of a sentence that has the maximum likelihood of getting nearer results. Its main role is to calculate nearest estimation. It is an important method, which is mainly used to finding the maximum aggregated probabilities of the model. The E-step consists the calculation of aggregated probabilities. The probabilities calculated from E-step are compared in Max-step for maximum values.

3.3 APFRSEC  
The Main idea of aggregated probabilistic Fuzzy Relational sentence level Expectation maximization clustering Algorithm clustering algorithm is used in this work to implement the separation of information among the various subsystems, which are organized into subsystems. Each of these subsystems of a given system can be calculated for relevance and then find out the matching. A System structure with n subsystems fuzzy systems is depicted in Fig. 2. Each of this system structure has correspondent fuzzy system relevance R(x). In the following, the system is explained with the perspective of sentence and the words are taken as sub systems to reduce the burden and identify efficiently.

This fuzzy concept system describes the importance of the method to be used. Therefore, the output of the above model is the aggregation of the each sub system component of each fuzzy system. Let the classes be c1, c2, c3,……cm. The sentence can be divided into appropriate words like w1, w2, w3,…..wj.

The probability of a word belonging to a class can be calculated from the following:

$$\text{Relevance } R(x) = P(c_m/ w_i) = \frac{\sum_{j=1}^{m} F_{ij} F_j}{\sum_{j=1}^{m} Y_{ij}}, \cdots (1)$$

where Fj = 1 , if document yq belongs to class cm

$$\text{0 , otherwise .}$$

\[\text{Fig 3. Aggregated Relevance of Sub Systems}\]
Results for classifying efficiently. Finally the sentences can be belongs to a particular cluster based on the accurate aggregate relevance of sentences. The procedure for this is shown below with an algorithm. The reason for usage of this concept is to accurate specification of results and also simplicity in searching. With this the search results are low when compared with word wise searching. If the searching is based on sentence then the search results are low and give accurate outcome.

3.5 Proposed APFRSEC Algorithm

Our proposed aggregated probabilistic Fuzzy Relational sentence level Expectation maximization clustering Algorithm is developed using Sub system concept with the application of Probability. It is used in this work to implement the separation of information among the various subsystems, which are organized into a original System structures. Each of these subsystems may contain information related with particular aspects of the system.

Initialization:

\# of original word patterns : m  
\# of sentences formed : s  
\# of classes : p  
Initial \#of clusters : k=0

Input:  
\[ X_i = \{x_{i1}, x_{i2}, \ldots, x_{ik}\}, 1 \leq i \leq s \]  
Output:  
Clusters G1, G2; \ldots; Gk

Procedure for APFRSEC Algorithm:

For Each word pattern in a Sentence \( S_i \), \( 1 \leq i \leq m \)  
Probability Relevance \( R_i \) is finding out by (1);  
Then aggregating the probability relevance of each word in a given sentence by (2).

The Sentence which gets maximum aggregated Probability of Relevance can belongs to a Class \( C_i \).

Return with the Created K clusters;

End Procedure.

4. EXPERIMENTAL RESULT

Table 1: Document Set D1

<table>
<thead>
<tr>
<th>DO</th>
<th>AU (w1)</th>
<th>M.Tech (w2)</th>
<th>First (w3)</th>
<th>Sem (w4)</th>
<th>Result (w5)</th>
<th>Class</th>
</tr>
</thead>
<tbody>
<tr>
<td>d1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>C1</td>
</tr>
<tr>
<td>d2</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>C1</td>
</tr>
<tr>
<td>d3</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>C2</td>
</tr>
<tr>
<td>d4</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>C2</td>
</tr>
<tr>
<td>d5</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>C2</td>
</tr>
</tbody>
</table>
For example, suppose there are two classes C_1 and C_2. The five documents d1, d2, d3, d4 and d5 belonging to c1, c1, c2, c2, c2 respectively. See the Table 1. For values of words appearing no. of times and belong to a class. Let the occurrences of w1 in these documents be 1, 2, 3, 4 and 5 respectively. Then, the probability of word w1 belongs to a class c1 is calculated as

$$R_1(x) = P(c1/w1) = \frac{1+1+2+1+3+0+4+4+5+0}{1+2+3+4+5} = 0.2,$$

$$R_2(x) = P(c1/w2) = \frac{1+1+2+1+3+0+4+4+5+0}{1+2+3+4+5} = 0.2.$$ 

Similarly, we have to find the R_i(x) or P(c1/w3), R_i(x) or P(c1/w4) and R_i(x) or P(c1/w5). Then the finding of aggregating these all words probabilities belonging to a particular class C_1. Then getting a result of aggregated relevance of sentence S_1 belongs to a class C1 as follows.

Then the values found are, 

- $$R_1(x) = 0.2$$
- $$R_2(x) = 0.2$$
- $$R_3(x) = 0.4$$
- $$R_4(x) = 0.1$$
- $$R_5(x) = 0.4$$

Agg R(x) of S_1 belongs to a class C_1 =

$$R_1(x) + R_2(x) + R_3(x) + R_4(x) + R_5(x)$$

$$= 0.2 + 0.2 + 0.4 + 0.1 + 0.4$$

$$= 1.3$$

After that take sentence S_1 and dividing it into possible words like w1, w2, w3, w4 by sub systems concept. Then calculate the following probabilities of relevance of words w_i in a given sentence. Like R_i(x) or P(c1/w1), R_i(x) or P(c1/w2), R_i(x) or P(c1/w3), R_i(x) or P(c1/w4). Then the finding of aggregating these all words probabilities belonging to a particular class C_2. Then getting a result of aggregated relevance of sentence S_1 belongs to a class C_2 as follows.

Agg R(x) of S_1 belongs to a class C_2 =

$$R_1(x) + R_2(x) + R_3(x) + R_4(x)$$

$$= 0.3 + 0.2 + 0.3 + 0.4$$

$$= 1.2$$

If Agg R(x) of S_1 belongs to a class C_1 > Agg R(x) of S_1

Belongs to a class C_2. Then the sentence S1 is Belongs to Class C1.

Similarly, the aggregated relevance is find out for each and every sentence to get accurate outcome. The sentence gets the maximum relevance of belonging to a class can get the priority. The efficient text classification is very useful today for all. The sentence level text classification is performed very efficiently. For, example when searching for the required data, this algorithm gives the low search results with highest accuracy. So, the aggregated probabilistic algorithm can perform well and gives the accurate results. The performance of this algorithm is described with neat diagrams and also show the test sample and their net score level percentage for FSFC and APFRSEC algorithms. When discuss about any algorithm, the specification of its importance and efficient

<table>
<thead>
<tr>
<th>Techniques</th>
<th>Max class of objects assigned</th>
<th>Mixed quality</th>
<th>Combinatorial Index</th>
</tr>
</thead>
<tbody>
<tr>
<td>APFRSEC</td>
<td>0.810</td>
<td>0.601</td>
<td>0.865</td>
</tr>
<tr>
<td>Filtered</td>
<td>0.672</td>
<td>0.461</td>
<td>0.503</td>
</tr>
<tr>
<td>Spec. Clus</td>
<td>0.671</td>
<td>0.482</td>
<td>0.799</td>
</tr>
<tr>
<td>Farthest first</td>
<td>0.421</td>
<td>0.458</td>
<td>0.578</td>
</tr>
</tbody>
</table>

In table 1, the comparison is performed out for different numbers of clusters. We compare the performance of APFRSEC algorithm with previous algorithms to the dataset and evaluating using the external measures.

Fig5: Max class of objects assigned and mixed quality Comparison
In this aggregated probabilistic Fuzzy Relational sentence level Expectation maximization clustering Algorithm is proposed and applied to clustering fuzzy sets. This algorithm gives the low search results with highest accuracy. It gives the More Accurate and efficient Results When compared to Existing System. Thus we found maximum likelihood estimates of parameters. When the number of data sets increases, then the APFRSEC algorithm takes more time to perform clustering. This proposal can be useful in future for research work.
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