ABSTRACT
Software testing is an imperative task in software development process. Software testing is used to identify the correctness, completeness and quality of the software product or system. Till date, software testing is considered as a very expensive activity as it takes a lot of testing efforts, time and cost to perform it. One of the expansive factors behind is the design or generation of effective test cases for a particular software product. In this paper, we are trying to find out the effective test cases from the generated whole set on the basis of clustering methodology so that the size of test suit is reduced and redundant test cases are eliminated automatically. Here, we are following the famous K-Means algorithm with a proper distance measure.
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1. INTRODUCTION
Testing software as known is very important and challenging activity. Lack of testing has resulted in many software related troubles in past, and have actually brought social problems and financial losses. Software testing is an effective method for estimating the present reliability and predicting future reliability of the software. We test software by selecting appropriate testing technique and applying them systematically. Testing techniques refer to different methods of testing particular features of a computer program, system or product [1]. We have to make sure that we select technique(s) that will help to ensure the most efficient and effective testing of the system [2]. Test techniques should find the greatest possible number of errors with manageable amount of efforts applied over a realistic time span with a finite number of test cases.

Test case generation is an imperative activity in the software development process. There are usually two approaches for software testing: white box testing and black box testing. In white box testing approach the code or internal structure of a program is analyzed by the application of many white box test case generation techniques like statement coverage, decision coverage, condition coverage and combination of these techniques. In case of black box technique, which is also called data driven, or input / output driven, views a program as a black box and thus is uncertain about the internal behavior and structure of the program. The techniques used for test case generation are Equivalence partitioning, boundary value analysis, cause- effect graphing and error guessing. In literature many automatic test case generation techniques and tools have also been proposed and developed which some extent reduce the testing effort, time and cost. But there is still a long way to go as results are very inconclusive.

To evaluate the goal of software testing activity, test objectives are usually defined before the testing process starts [11]. These objectives may vary from each other and will be of different granularity. Thus a single test case from an infinite input domain can hardly satisfy all the test requirements. To find an optimal or sub set of test cases from usually large infinite domain of test cases that can satisfy the same requirements as the original test suite is a research problem known as test suite reduction or test suite minimization.

In literature many efforts have been put into research on how to generate and reduce the size of test suite while maintaining its effectiveness include heuristic approach[3,4,5,6,7], the genetic algorithm based approach[8], IPL based [9,10]. But in recent literature many new approaches have been also proposed. Saraph et al [12] proposed automatic Test case generation and reduction technique in which employment application approval system is used as prototype and for pruning and feature selection neural network is used for test case generation. In [13], L. Ramesh and Uma used state charts for test case generation and then applied clustering for the reduction of test cases. Also in [14], Jevaratham and Thanamani, use symbolic execution based frame work for the generation of test cases. In [15], Trudso Egholm reported an efficient approach in which they compare equivalent partitioning, boundary value analysis and pex white box technique and proposed a methodology for black and white box testing. Muthyala and Naido in [16], presented a novel test suite reduction technique using clustering approach.

2. CLUSTERING METHODOLOGY
Data clustering is a very essential area of data mining [17]. Data clustering is an unsupervised machine learning technique which allows making natural groups of data to determine the patterns from the data. The goal is that the objects in a group will be similar (or correlated) to one another and different from (or dissimilar) with the objects in other groups. We can also say that in clustering the objects in a cluster posses low inter-class similarity within the cluster and high intra-class similarity outside the cluster [18]. Clustering algorithms are primarily divided into two methods: hierarchical and partitional clustering. In hierarchical methods, the dataset of n objects is decomposed into a hierarchy of groups and the result is represented by a tree structure diagram known as dendrogram, whose root node represents the whole dataset and each leaf node is a single object of the dataset. There are usually two general approaches for the hierarchical clustering: agglomerative and divisive [17][18]. Agglomerative approach is a bottom up approach starting with n-leaf nodes as individual clusters, moving upwards towards the root with some merging criteria. While divisive hierarchical clustering technique is a top down approach, which initially treats the whole data set as a single cluster or root node and gradually
splits data into different clusters downwards based on the certain properties of the data. While in case of partitional clustering, the datasets of n objects is divided into a pre-defined number (k) of clusters, where k≤ n. There are various partitional clustering algorithms of which, K-Means is a very popular one because of its low complexity [18]. K-Means algorithm works as follows: Given k, the k-means algorithm [17][19] is implemented in 4 steps:

1. Partition objects into k nonempty subsets.
2. Compute seed points as the centroids of the clusters of the current partition. The centroid is the center (mean point) of the cluster.
3. Assign each object to the cluster with the nearest seed point.
4. Repeat steps 2 and 3 until the centroids don’t change.

3. EXPERIMENT
In this paper we have applied K- Means approach on two test suites: one test suite in Fig. 1 is generated for a single variable input case and second test suite in Fig. 2 for two variables input case using two very well known black box test case generation techniques (equivalence partitioning, boundary value analysis with Robustness testing). We included all the possible values including out of range and negative ones in addition to test cases generated by using Equivalence partitioning and Boundary value analysis. As it is evident from both the Fig. 1 and Fig. 2, that the generated test cases are redundant and large in number, which would result in wastage of effort, money and time. So to automatically minimize the test cases in the test suite, we try to get a representative set of test cases from the whole test cases (that will be effective and non-redundant); K-Means algorithm is applied on both the test suites (in Fig. 1 & Fig. 2. The result of experiment is shown in Fig.3 and Fig 6. The Fig.5 represents the whole structure and implementation of proposed work. The visual automatic cluster assignment for both cases is also shown in Fig. 4 and Fig. 7.

Fig. 1: Test Cases for one input variable.

Fig. 2: Test cases for two input variables.
Fig. 3: Cluster Assignment and visualization.

<table>
<thead>
<tr>
<th>Test case No.</th>
<th>Test Data</th>
<th>Result</th>
</tr>
</thead>
<tbody>
<tr>
<td>0, 1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15, 16, 17, 18, 19, 20, 21, 22, 23, 24, 24</td>
<td>-1, -10, -50, -70, -100, -130, -159, -180, -200, 0, 10, 30, 55, 78, 90, 100, 110, 140, 170, 190, 200, 201, 210, 220, 230</td>
<td>cluster0 cluster0 cluster1 cluster1 cluster1 cluster1 cluster1 cluster1 cluster1 cluster1 cluster1 cluster1 cluster1 cluster1 cluster1 cluster1 cluster1 cluster2 cluster2 cluster2 cluster2 cluster2 cluster2 cluster2 cluster2 cluster2 cluster2 cluster2</td>
</tr>
</tbody>
</table>

Fig. 4: Result generated after implementation of K-Means Algorithm for one input Variable.
Fig. 5: The proposed approach
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A single representative from each cluster(s) would be an effective Test case which will represent the whole cluster.

@attribute Instance number numeric
@attribute A numeric
@attribute B numeric
@attribute Cluster {cluster0,cluster1,cluster2}

@data
0,-1,-2,cluster1
1,0,0,cluster1
2,-20,5,cluster1
3,9,-12,cluster1
4,11,14,cluster1
5,15,30,cluster1
6,20,30,cluster1
7,50,40,cluster0
8,70,50,cluster0
9,80,75,cluster2
10,41,50,cluster0
11,96,72,cluster0
12,67,77,cluster0
13,74,89,cluster2
14,22,34,cluster1
15,12,58,cluster0
16,100,100,cluster2
17,101,102,cluster2
18,99,89,cluster2
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Fig. 6: Result generated after implementation of K-Means Algorithm for two input Variables.
4. CONCLUSION

With the application of K-Means hard clustering approach, we have partitioned the both test suites into a pre specified number (k=3) of profiles or clusters as Cluster (0), Cluster (1) and Cluster (2), using most commonly used proximity measure known as “Euclidean” distance measure. Hence, instead of testing with the whole set of test cases, we have formed a profile or cluster so that a single representative from each profile will be an effective and an efficient alternative. Thus, we have reduced both the size and redundancy of a test suite automatically by profiling or clustering the same. The proposed approach will also decrease the testing effort, time and cost due to the automatic generation of an effective and non redundant test cases. Our current proposed approach is best suitable for test cases which are exclusive and exhaustive in nature. But due to the fuzzy nature of test cases, overlapping of certain test cases is observed and our future work will be to deal with such overlapping test cases with more appropriate method.
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