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ABSTRACT 

The paper presents a Feed-forward back-propagation 

Artificial Neural Network (ANN) model for detection of 

breast cancer using Image Registration Techniques. Gray 

Level Co-occurrence Matrix (GLCM) features extracted from 

the known mammogram images are used to train the ANN 

based detection system. The ANN based detection system will 

be investigated for different number of neurons and layers on 

the basis of Mean Square Error (MSE) and optimum number 

of neurons and layers will be chosen. 
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1. INTRODUCTION 
Breast cancer represents the second leading cause of deaths in 

women today and it is the most common type of cancers in 

women [1]. Mammography is currently the most effective 

method for detection of breast cancer before it becomes 

clinically palpable [2]. One of the difficulties with 

mammography is that mammograms generally have low 

contrast. This makes it difficult for the radiologist to interpret 

the results. Double reading of mammograms can enhance the 

probability of proper diagnosis but it costs high. Using CAD 

system can improve the detection rate of breast cancer in early 

stages.  Different methods have been used to detect and 

classify mammogram images such as wavelets [3], statistical 

methods and most of them used feature extracted using image 

processing techniques. Image Registration i.e. aligning two 

mammogram images acquired by same/different sensors, at 

different times or from different viewpoints, is very helpful 

for accurate and early detection of breast cancer [4]. Artificial 

Neural Networks can be used to enhance effectiveness of 

Image Registration Techniques for cancer detection in Digital 

mammography.  Several  works  have  been  done  using 

feature selection extracted using image processing to  develop  

ANN based breast  cancer  detection  system  [5-10].  

2. MATERIALS AND METHODS  
MATLAB has been used as the simulation tool. The objective 

of the work is to develop and optimize an ANN based breast 

cancer detection system. Features extracted from the known 

mammogram images will be used to train the ANN breast 

cancer detection system. The process of building the breast 

cancer detection system using ANN may be divided into two 

phases: Learning/Training Phase and Recognition/Testing 

Phase. In Learning/Training Phase the ANN is trained for 

recognition of breast cancer from known benign and 

malignant Mammogram Images. Features, extracted from the 

known mammogram images, are stored in the knowledge base 

and given as input to the ANN based Diagnosis System. In 

Testing/Recognition Phase the extracted features of known 

and unknown Mammogram images are compared for 

classification of images into malignant and benign using ANN 

2.1 Materials 
The 42 mammogram Images were selected from Post 

Graduate Institute, Chandigarh for ANN based detection 

system. The mammogram images consist of 30 benign and 12 

malignant images. 

2.2 Preprocessing 
As mammograms are difficult to interpret preprocessing is 

required to improve the quality of the image and make the 

feature extraction phase easy and reliable. Preprocessing 

basically represents the data cleaning phase or noise-reducing 

step which includes removal of unwanted or irrelevant areas 

and to make prominent the area of interest by increasing the 

contrast and is performed before feature extraction. The 

mammogram images may undergo certain Image Pre-

processing operations on the image such as defining ROI 

using Image Cropping process, Image Enhancement for 

contrast adjustment, Segmentation before feature extraction 

process. 

2.3 Feature Extraction 
Feature extraction methodologies extract the most prominent 

features that are representation of various classes of images. 

The extracted features give the property of the image and are 

compared with the features of unknown sample Image for 

classification. Gray Level Co-occurrence Matrix (GLCM) 

features are used in this paper. The GLCM (Gray Level Co-

occurrence Matrix) is statistical method considers the spatial 

relationship between pixels of different gray levels. GLCM is 

a matrix S that contains the relative frequencies with two 

pixels: one with gray level values i and other with gray level 

value j which are separated by a distance d at certain angle θ 

in the image.  Each element (i, j) in the GLCM is the sum of 

the number of times that the pixel with value i occurred in the 

specified relationship to a pixel with value j in the raw image.  

Co-occurrence matrices may be calculated for four directions 

i.e. horizontal, right diagonal, vertical and left diagonal (00, 

450, 900 and 1350). Once the GLCM is calculated several 

second-order texture statistics or features like Inertia, 
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Autocorrelation, Contrast, Correlation, Dissimilarity Energy,   

Entropy, Homogeneity, Maximum Probability, Sum of 

Squares, Sum Average, Sum Variance, Sum Entropy, 

Difference Variance, and Inverse Difference Normalized may 

be computed [11, 12].  

Table 1. GLCM features 

Feature No. Feature Name 

1. Autocorrelation 

2. Correlation 

3. Maximum probability 

4. Dissimilarity Energy 

5. Entropy 

6. Inverse Difference Normalized 

2.4 Classification 
The GLCM features, extracted from the known Mammogram 

Images, are used as inputs to train an ANN based breast 

cancer detection system in training phase. In 

testing/recognition the trained ANN compares the extracted 

features with the features of the unknown sample Image of 

Mammogram and classifies the new mammogram images into 

benign and malignant. 

3. RESULT AND DISCUSSION  
 In this paper a model for breast cancer detection based on 

Artificial Neural Network has been designed using Image 

registration Techniques. Feed-forward back propagation 

architecture was used and Levenberg–Marquardt back-

propagation algorithm was used to train the network for 

classification of mammogram images into benign and 

malignant. The performance is measured on the basis of Mean 

Square Error (MSE). Mammogram images are divided into 

training set, testing set and validation set randomly. GLCM 

features are extracted from the mammogram images will be 

used to train the ANN based Breast cancer detection system. 

In training phase the features extracted from training set of 

images are used to train the Artificial Neural Network. While 

in testing phase, the extracted features from the unknown or 

testing set of mammogram images are compared in the trained 

ANN for classification of the mammogram images. 

Because there are no well established theoretical methods for 

designing an ideal ANN, the best designs are typically 

determined through trial and error. The ANN model for breast 

cancer detection was tested to determine the predictive 

accuracy of detection for different number of neurons [13] 

and layers and optimum number of neurons and layers is 

chosen. Percentage Accuracy for different number of neurons 

is shown in Table 2 and corresponding percentage accuracy 

for different number of layers is shown in Table 3. Figure 1 

shows graph between the percentage accuracy of detection of 

ANN model achieved for different number of neurons and 

layers respectively. It can be seen that the system gives 

optimum performance for 7 neurons and it is also evident that 

8 layers are required to obtain the best result. The achieved 

accuracy of the system is 92.8% and 87.5 % for neurons and 

layers respectively.  

Table 2. Accuracy for different No. of Neurons  

S.  

No. 
No. of Neurons 

Percentage 

Accuracy 

1. 1 42.8 

2. 2 42.8 

3. 3 64.2 

4. 4 85.7 

5. 5 64.2 

6. 6 71.4 

7. 7 92.8 

8. 8 71.4 

9. 9 71.4 

10. 10 57.1 

Table 3. Accuracy for different No. of Layers  

S.  

No. 
No. of Layers 

Percentage 

Accuracy 

1. 1 62.5 

2. 2 50 

3. 3 50 

4. 4 75 

5. 5 62.5 

6. 6 37.5 

7. 7 50 

8. 8 87.5 

9. 9 50 

10. 10 62.5 

The Performance graph of training process for neurons and 

layers is shown in Figure 2. The graph shows MSE for 

training, testing and validation process for optimum number 

of neurons and layers. The best validation performance is 

0.085168 at 5 epochs for neurons and 0.34096 at 3 epochs for 

layers. Mean Square Error (MSE) for training, testing and 

validation is shown in corresponding curves. The training 

state of the system for optimum number of neurons and layers 

is shown in Fig 3. The training state shows that the gradient is 

0.025982, mutation is 0.1 and best validation check is 6 at 11 

epochs for optimum number of neurons. For optimum number 

of layers the gradient is 0.013976, mutation is 0.01 and best 

validation check is 6 at 9 epochs.  
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a)        b) 

Fig 1:  Accuracy for different number of a) neurons and b) layers 

. 

 

     a)       b)  

Fig 2: Performance of the Training Process a) Neurons and b) layers
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a)        b) 

Fig 3: Training State of the System for a) Neurons b) Layers 

4. CONCLUSION  
 In this paper Image registration techniques were used for 

designing ANN based breast cancer detection using feed 

forward backpropagation network. Cooccurence matrices are 

calculated and GLCM features extracted from the 

mammogram images were used to train the ANN based 

detection system. Then the system was optimized by 

computing optimum number of neurons and layers on hit and 

trial method. The accuracy of the system was enhanced by 

optimization of number of neurons and layers. The 

performance of the system was evaluated on the basis of 

Mean Square Error (MSE). Thus it can be concluded from this 

work that ANN with 7 neurons and 8 layers is ideally suitable 

for predicting breast cancer and achieved accuracy is 92.8% 

and 87.5 % respectively. The system has been tested on 

mammogram images and can be designed to classify other 

types of cancers after few modifications. The accuracy of the 

system can be improved by including more sets of 

mammogram images and texture features. The system can 

also be designed and compared for different architectures of 

Artificial Neural networks.  
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