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ABSTRACT 

Web Services are defined as software systems designed to 

support interoperable machine-to-machine interaction over a 

network using standardized XML messages. Since user’s 

expectations and requirements constantly change, it is 

important to include their preferences in offering of web 

services. A user profile, used in web service personalization, 

is a structured construct containing information both directly 

and indirectly pertaining to a user's preferences, behavior and 

context. Effective personalization requires services to build 

and maintain accurate models of a customer’s preferences, 

interests and background through a user profile. Building 

effective user profiles can benefit from different research 

contributions in different areas, including security, statistical 

prediction and mining etc. In this paper we focus on the 

dynamic evaluation of user profiles for personalization of web 

services based on service usage log. 
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1. INTRODUCTION 
Personalization is the process of presenting the right 

information to the right user at the right moment. User 

profiles [1] can be defined as a representation of the 

knowledge about the user’s interesting information. The user 

profile contains different information like basic information 

which refers to the name, age, address, etc., knowledge of the 

user which is extracted generally from his web page 

navigation, interests which are defined through a set of 

keywords or logical expression, history or feedback which 

design collected information form user’s activity etc. 

Behavior of user changes over time. This fact is not taken into 

account by existing systems which use initial profile provided 

by the user and provides undesirable services. Currently web 

service discovery is based on keywords supplied by the user. 

If a web service crawler engine is used for discovery, multiple 

services would be discovered as a result. But a large number 

of discovered services may be irrelevant to the user’s 

requirements. The user therefore has to invoke each and every 

service until the desired service is fetched. This results in lots 

of wastage of time and effort. This problem can be solved if 

additional information about a user is stored and then the 

search results are personalized, which can be effectively done 

using user profiles. Typically, there are two types of user 

profiles: Static (or explicit, obvious or extended) user profiles 

[2] – Such profiles are built on information provided by the 

user in the registration or subscription forms of a website. 

Information such as demographic (location, country), personal 

(name, age, education) and behavioral (such as preferences) 

may be used for creating individual or group user profiles. 

The other type of profiles are Dynamic[3] (or implicit or less 

obvious) user profiles – Such profiles are inferred by the click 

stream analysis of a user’s behavior based on their activities 

extracted from web server logs or by the agent that monitors 

them. This paper proposes a novel method which uses 

dynamic user profile for personalized web service offerings. 

2. MOTIVATION 
In current scenario of web service usage, the users prefer to 

receive personalized services. Personalization [4] is the way 

to offer services directly to the immediate requirements of the 

user. Because of today’s wide variety of services offered to 

perform a particular task, it is essential that users are 

supported in the eventual selection of appropriate services. 

For this reason web services personalization has become 

important in service discovery. Existing methods for building 

user-profile have many limitations. The major problem with 

these approaches is that evolution of user-profile is ignored 

which disables the dynamic evolution of user profile. Hence 

the dynamic evolution of user profile can be used to improve 

the web service selection. 

  Fig 1: Overview of User-Profile-based Personalization 

As shown in Fig.1, the User profiling process generally 

consists of three main phases. First, an information collection 

process is used to gather raw information about the user. The 

second phase focuses on user profile construction from the 

user data. The final phase, in which a technology or 

application exploits the information in the user profile in order 

to provide personalized services. 

3.  PROPOSED METHODOLOGY 
In this paper a sample data set and service usage data has been 

taken and Modified Fuzzy c-means clustering technique[5] 

has been applied to form fuzzy clusters of users and on the 

basis of these fuzzy clusters, results are personalized.  

. 
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Fig 2: Architecture for Proposed System 

3.1 Modified Fuzzy C-Means Clustering 

Algorithm 
Fuzzy c-means (FCM) [7][8] is a data clustering technique in 

which a data set is grouped into n clusters with every data 

point in the dataset belonging to every cluster will have a high 

degree of belonging or membership to that cluster and another 

data point that lies far away from the center of a cluster will 

have a low degree of belonging or membership to that cluster. 

It is based on minimization of the following objective 

function: 

Jq =     uj xi  
C
j=1

N
i=1  q   xi − cj   2, 1 ≤ q < ∞…..1 

Here q is any real number greater than 1, uij is the degree of 

membership of xi in the cluster j, xi is the ith of d-dimensional 

measured data, cj is the d-dimension center of the cluster, and 

||*|| is any norm expressing the similarity between any 

measured data and the center. 

The FCM algorithm and its derivatives have the iterative 

nature and their calculation often involves a huge number of 

membership matrices and candidate cluster centers matrices. 

To solve these problems, an efficient algorithm for improving 

the FCM called the Modified FCM [5] algorithm has been 

used. This algorithm works in two phases. In Phase I, the 

dataset is partitioned into some small block cells and the 

original dataset is reduced into a simplified dataset with unit 

blocks.  All patterns in a unit block are replaced by the 

centroid of these patterns. Then, the large number of patterns 

in the original dataset is drastically reduced to a small number 

of unit blocks' centroids, i.e., the simplified dataset. The actual 

cluster center of this simplified dataset is then formed by the 

FCM algorithm. In Phase II, the cluster centers initialized 

using the final cluster centers from Phase I. It has been 

observed that the execution performance of the MFCM is 

better than that of the FCM and its derivatives.  

To partition the dataset into unit blocks the k-d tree [5] 

method is used. The splitting priority depends on the scattered 

degree of data values for each dimension. If one dimension 

has a higher scattered degree, it has a higher priority to be 

split. The scattered degree is defined as the distribution range 

and the standard deviation of the feature. The scattered degree 

is calculated as:  

𝑅𝑖 =
(𝑋𝑚𝑎𝑥 −𝑋𝑚𝑖𝑛

)

𝜎𝑖
   , i=1….f 

Here 

𝑅𝑖:   the scattered degree for the ith feature (dimension) 

𝑋𝑚𝑎𝑥 : the maximum value of pattern in the ith  feature 

𝑋𝑚𝑖𝑛 : the minimum value of pattern in the ith  feature 

𝜎𝑖  : the standard deviation of all patterns in  the ith feature 

f :  the number of features (dimensions) 

After splitting the dataset into unit' blocks, we calculate the 

centroid C for each unit block that contains some sample 

patterns. The centroid C represents all sample patterns in this 

unit block. These centroids C are then used to denote the 

original dataset. The centroid in the ith unit block is calculated 

as: 

𝐶 =
𝐿𝑆𝑈𝐵𝑖

𝑊𝑈𝐵𝑖
 

Here 

 LSUBi : the linear sum of all points in a unit block. 

WUBi : the number of patterns in a unit block. 

Fuzzy C-means Clustering Algorithm 

Input: 

1) Training  dataset  

X ={(x11,y11),(x12,y12)…..(xmn,ymn)} 

2) Cluster center C= {(p1,z1),(p2,z2)…(pn,yn)}  where 

(p1,z1)….(pn,zn) some initialized points from 

training dataset. 

Output: 

 

1) Cluster membership degree(U) 

2) Stabilized cluster center (C1) 

 

BEGIN 

Set iteration=1, fv=0, q=2, t=0.0005 

 

/*we have initialize the value of iteration count(i), the 

objective function(fv), the fuzzification parameter(m) and the 

termination criteria(t)*/  

Step 1: For each training sample d=1 to v and for each cluster 

center e=1 to w, Calculate the Euclidean distance 

between each point to the cluster center. 

Dist d, e =   d1 − e1 ² +  d2 − e2 ² + ⋯ + (dn − en)² 

  

              Then, go to step 2 

Step 2: For each training sample d=1 to v and for each cluster 

center e=1 to w, Calculate the cluster membership  

U e. d =
 

1
dde

  
1

q−1

  
1

dki
  

1
q−1c

k=1

 

Then, go to step 3 

Step 3: For each training sample d=1 to v and for each cluster 

center e=1 to w, Check the constraint the sum of 

membership degree for each point in sample space 

must be equal to1    

If    ue
c
d=1  xd = 1 then, 

Go to step 4 
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Step 4: For each training sample d=1 to v and for each cluster 

center e=1 to w, find the new centroid 

corresponding to every cluster 

C1(e, d) =
  ue xd   2xi

N
d=1

  ue xd   2N
d=1

 

   Then, go to step 5 

Step 5: Evaluate the value of the objective function  Jq . 

  Jq =     ud xi  
C
d=1

N
i=1 q  xi − c1d   2, 1 ≤ q < ∞   

 Then, go to step 6. 

Step 6: Compute, the difference between the initialized 

objective function with the new   computed 

objective function 

objfun = | Jq − fv | 

              Then, go to step 7. 

Step 7:  Compute, the difference between the initialized 

cluster center and the new updated     centroid. 

Center_diff= || C e, d − C1 e, d || 

              Go to step 8 

Step 8:  if objfun < 𝑡 and  center_diff = 0   

Then, stop and Return cluster center (C1) and 

cluster membership matrix (U)      

 else Go to step 9 

Step 9:  For each cluster center l=1 to w, update the old cluster 

center with the new computed cluster center. 

C l, j = C1 e, d  

Then, go to step 10 

Step 10: Update, the value of objective function 

fv = Jq  

                Go to step 11 

Step 11: Update, iteration=iteration+1     

 Go to step 12 

Step 12: Repeat step 1-11 by iteratively updating the Cluster   

              center(C) and the objective function. 

4.  EXPERIMENTAL EVALUATIONS 
The proposed system has been tested on live data of an 

institute library and by collecting logs of different service 

provides on a single platform. Dataset contains six attributes 

such as user id, branch, preferences, age and access frequency, 

service name. 

In the proposed work, the profiles considered are semi-

dynamic in nature since a registration process is used to 

generate explicit user profile. However, these profiles have 

been suitably augmented using implicit information regarding 

service usage behavior of a user. 

Further, the clustering algorithm has been modified so as to 

decrease the number of iteration and time complexity of the 

proposed approach as can be seen from table 1. 

 

 

Table 1: Result for FCM algorithm 

Algorithm No. of 

iterations 

Total Time  Objective 

 Function 

Simple FCM 48 0.98622 sec 0.000590 

MFCM 22 0.224644 sec 0.000335 

It is visible from these results that the MFCM algorithm has 

better performance in term of execution time than the FCM 

algorithm. It reduces the computation cost and improves the 

performance by finding a good set of initial cluster centers. 

Also the service offering using the proposed technique has 

more precision than simple search due to use of user clusters 

information. Table number 2 shows the improved precision in 

the proposed approach 

Table 2: Result for Precision 

No. of queries Retrieved Queries Relevant Queries 

10 6 3 

20 13 7 

30 20 12 

40 28 18 

50 36 24 

60 44 31 

70 52 38 

80 61 46 

90 70 56 

100 8 66 

As the number of queries increase the respective precision of 

web services result increase with increases in usage of 

services. The proposed system has been tested by executing 

100 queries by different group users. The access result has 

been provided on the basis of requirement. When these 100 

access requests are made it is observed that 79 results were 

retrieved correctly and 66 were relevant result in them. 

 
Number of Queries 

Fig 3: Graph to show no. of queries verses Precision for all 

services 
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5.  CONCLUSIONAND DISCUSSION 
In this paper dynamic user profile mining system has been 

constructed to personalize web service discovery. The 

proposed system is based on dynamic user profile mining for 

personalization. The following inferences have been drawn 

based on the observations taken during the development of the 

proposed system: 

 By using the dynamic profile generation, the web 

service search result improves in precision.  

 Using past service usage log benefits the user and 

improves service discovery. 

 The FCM algorithm and its derivatives have 

iterative nature and their calculations often involve 

a huge number of membership matrices and 

candidate cluster center matrices. It is a 

computationally intensive method.  However the 

modified FCM algorithm performs better than the 

FCM algorithm as it reduces the number of 

iterations and hence improves the performance by 

finding a good set of initial cluster centers. 

In future this work can be augmented by using other 

algorithms for clustering the user profiles and their efficiency 

may be observed. Other aspects of personalization can be 

focused upon such as a multilevel recommender system can 

be used which emphasize on different levels of similarity 

between profiles. The ever growing need for personalization 

in discovery of web services can also focus on non functional 

preferences of the user in addition. 
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