Numerical Solution of Fourth Order Boundary Value Problems by Petrov-Galerkin Method with Cubic B-splines as basis Functions and Quintic B-Splines as Weight Functions

K.N.S.Kasi Viswanadham
Department of Mathematics
National Institute of Technology
Warangal – 506004 (INDIA)

S.M.Reddy
Department of Mathematics
National Institute of Technology
Warangal – 506004 (INDIA)

ABSTRACT
This paper deals with a finite element method involving Petrov-Galerkin method with cubic B-splines as basis functions and quintic B-splines as weight functions to solve a general fourth order boundary value problem with a particular case of boundary conditions. The basis functions are redefined into a new set of basis functions which vanish on the boundary where the Dirichlet type of boundary conditions are prescribed. The weight functions are also redefined into a new set of weight functions which in number match with the number of redefined basis functions. The proposed method was applied to solve several examples of fourth order linear and nonlinear boundary value problems. The obtained numerical results were found to be in good agreement with the exact solutions available in the literature.
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1. INTRODUCTION
In this paper, we consider a general fourth order linear boundary value problem

\[ a_2(x)y''''(x) + a_1(x)y'''(x) + a_0(x)y''(x) = b(x), \quad c < x < d \]

subject to boundary conditions

\[ y(c) = A_0, \quad y(d) = C_0, \quad y'(c) = A_1, \quad y'(d) = C_1 \]

where \( A_0, C_0, A_1, C_1 \) are finite real constants and \( a_0(x), a_1(x), a_2(x), a_3(x), a_4(x) \) and \( b(x) \) are all continuous functions defined on the interval \([c, d]\).

The boundary value problems occur in a number of areas of applied mathematics, among which are fluid mechanics, elasticity, and quantum mechanics as well as in science and engineering. The existence and uniqueness of the solution for these types of problems have been discussed in Agarwal [1]. Finding the analytical solutions of such type of boundary value problems in general is not possible. Over the years, many researchers have worked on boundary value problems by using different methods for numerical solutions [2-20]. So far, various numerical methods such as Cubic spline method [2], Iterative methods [3], Perturbed collocation method [4], Modified decomposition method [5], Decomposition method [6], Differential transform method [7, 8], A higher order spline collocation method [9], Homotopy perturbation method [10], Variational iteration technique [11], Sinc-Galerkin method [12], Spline techniques [13-16], Galerkin method with quintic B-splines [17], B-spline collocation method [18], Cubic B-spline collocation method [19], Galerkin method with cubic B-splines [20] have been employed to solve fourth order boundary value problems. So far, fourth order boundary value problems have not been solved by using Petrov-Galerkin method with cubic B-splines as basis functions and quintic B-splines as weight functions. This motivated us to solve a fourth order boundary value problem by Petrov-Galerkin method with cubic B-splines as basis functions and quintic B-splines as weight functions.

In this paper, the effort is made to present a simple finite element method which involves Petrov-Galerkin approach with cubic B-splines as basis functions and quintic B-splines as weight functions to solve the fourth order boundary value problem of the type \((1)-(2)\). This paper is organized as follows. Section 2, deals with the justification for using Petrov-Galerkin Method. In Section 3, a description of Petrov-Galerkin method with cubic B-splines as basis functions and quintic B-splines as weight functions is explained. In particular, we first introduce the concept of cubic B-splines, quintic B-splines and followed by the proposed method with the specified boundary conditions. In Section 4, the procedure to solve the nodal parameters has been presented. In Section 5, the proposed method is tested on several linear and nonlinear boundary value problems. The solution to a nonlinear problem has been obtained as the limit of a sequence of solution of linear problems generated by the quasilinearization technique [21]. Finally, in the last section, the conclusions are presented.

2. JUSTIFICATION FOR USING PETROV-GALERKIN METHOD
In Finite Element Method (FEM) the approximate solution can be written as a linear combination of basis functions which constitute a basis for the approximation space under consideration. FEM involves variational methods like Rayleigh Ritz method, Galerkin method, Least Squares method, Petrov-Galerkin method, and Collocation method etc. In Petrov-Galerkin method, the residual of approximation is made orthogonal to the weight functions. When Petrov-Galerkin method is used, a weak form of approximation
solution for a given differential equation exists and is unique under appropriate conditions [22, 23] irrespective of properties of a given differential operator. Further, a weak solution also tends to a classical solution of given differential equation, provided sufficient attention is given to the boundary conditions [24]. That means the basis functions should vanish on the boundary where the Dirichlet type of boundary conditions are prescribed and also the number of weight functions should match with the number of basis functions. Hence in this paper the effort is made to use the Petrov-Galerkin method with cubic B-splines as basis functions and quintic B-splines as weight functions to approximate the solution of fourth order boundary value problem.

3. DESCRIPTION OF THE METHOD

Definition of cubic B-splines and quintic B-splines:

The cubic B-splines and quintic B-splines are defined in [25-27]. The existence of cubic spline interpolate s(x) to a function in a closed interval [c, d] for spaced knots (need not be evenly spaced) of a partition

\[ c = x_0 < x_1 < \ldots < x_{n-1} < x_n = d \]

is established by constructing it. The construction of \( s(x) \) is done with the help of the cubic B-splines. Introduce six additional knots \( x_{-2}, x_{-1}, x_{n-2}, x_{n-1} \) and \( x_{n+1} \) in such a way that \( x_{-3} \leq x_2 \leq x_{n-1} \leq x_0 \) and \( x_1 \leq x_{n+1} \leq x_{n+2} \leq x_{n+3} \).

Now the cubic B-splines \( B_i(x) \)'s are defined by

\[
B_i(x) = \begin{cases} \frac{(x-x_i)^3}{\pi'(x_i)} & , x \in [x_{i-1}, x_{i+2}] \\ 0, & \text{otherwise} \end{cases}
\]

where

\[
(x-x_i)^3 = \begin{cases} (x-x_i)^3, & \text{if } x_i \geq x \\ 0, & \text{if } x \leq x_i \end{cases}
\]

and \( \pi(x) = \prod_{i=2}^{i+2} (x-x_i) \)

where \( \{B_i(x), B_i(x), B_i(x), \ldots, B_{n-1}(x), B_n(x), B_{n+1}(x)\} \) forms a basis for the space \( S_3(\pi) \) of cubic polynomial splines. Schoenberg [27] has proved that cubic B-splines are the unique nonzero splines of smallest compact support with the knots at \( x_{-3} < x_2 < x_{n-1} < x_0 < x_1 < \ldots < x_{n+1} < x_{n+2} < x_{n+3} \).

In a similar analogue quintic B-splines \( Q_i(x) \)'s are defined by

\[
Q_i(x) = \begin{cases} \frac{(x-x_i)^5}{\pi'(x_i)} & , x \in [x_{i-1}, x_{i+3}] \\ 0, & \text{otherwise} \end{cases}
\]

where

and \( \pi(x) = \prod_{i=3}^{i+3} (x-x_i) \)

where \( \{Q_i(x), Q_i(x), Q_i(x), \ldots, Q_{n-1}(x), Q_n(x), Q_{n+2}(x)\} \) forms a basis for the space \( S_5(\pi) \) of quintic polynomial splines with the introduction of four more additional knots \( x_{-3}, x_{-4}, x_{n-4}, x_{n+5} \) to the already existing knots \( x_{-3} \) to \( x_{n+5} \). Schoenberg [27] has proved that quintic B-splines are the unique nonzero splines of smallest compact support with the knots at \( x_{-3} < x_2 < x_{n-1} < x_0 < x_1 < \ldots < x_{n+1} < x_{n+2} < x_{n+3} < x_{n+4} < x_{n+5} \).

To solve the boundary value problem (1) subject to boundary conditions (2) by the Petrov-Galerkin method with cubic B-splines as basis functions and quintic B-splines as weight functions, the approximation for \( y(x) \) is defined as

\[
y(x) = \sum_{j=-1}^{n+1} \alpha_j B_j(x)
\]

where \( \alpha_j \)'s are the nodal parameters to be determined and \( B_j(x) \)'s are cubic B-spline basis functions. In Petrov-Galerkin method, the basis functions should vanish on the boundary where the Dirichlet type of boundary conditions are specified. In the set of cubic B-splines \( \{B_j(x), B_j(x), B_j(x), \ldots, B_{n+1}(x)\} \), the basis functions \( B_j(x), B_j(x), B_j(x), B_{n+1}(x) \) and \( B_{n+1}(x) \) do not vanish at one of the boundary points. So, there is a necessity of redefining the basis functions into a new set of basis functions which vanish on the boundary where the Dirichlet type of boundary conditions are specified. The procedure for redefining of the basis functions is as follows.

Using the definition of cubic B-splines and the Dirichlet boundary conditions of (2), the approximate solution at the boundary points can be written as

\[
A_0 = y(c) = y(x_0) = \alpha_0 B_0(x_0) + \alpha_1 B_1(x_0) + \alpha_2 B_2(x_0)
\]

\[
C_0 = y(d) = y(x_n) = \alpha_{n+1} B_{n+1}(x_n) + \alpha_n B_n(x_n)
\]

Eliminating \( \alpha_0 \) and \( \alpha_{n+1} \) from the equations (3), (4) and (5), we get

\[
y(x) = w(x) + \sum_{j=0}^{n} \alpha_j P_j(x)
\]

where

\[
w(x) = \frac{A_0}{B_{n+1}(x_0)} B_{n+1}(x) + \frac{C_0}{B_{n+1}(x_n)} B_{n+1}(x)
\]

\[
P_j(x) = \begin{cases} B_j(x) & , j = 0, 1 \\ B_j(x) - \frac{B_j(x)}{B_{n+1}(x)} B_{n+1}(x), & j = 2, 3, \ldots, n-2 \\ B_j(x) - \frac{B_j(x)}{B_{n+1}(x)} B_{n+1}(x), & j = n-1, n \end{cases}
\]

The new set of basis functions in the approximation \( y(x) \) is \( \{P_j(x), j = 0, 1, \ldots, n\} \). Here \( w(x) \) takes care of given set of Dirichlet boundary conditions and \( P_j(x) \)'s vanish on the boundary. In Petrov-Galerkin method, the number of basis functions in the approximation should match with the number of weight functions. Here the number of basis functions in the
approximation is \( n + 1 \), where as the number of weight functions is \( n+5 \). So, there is a need to redefine the weight functions into a new set of weight functions which in number match with the number of basis functions. The procedure for redefining the weight functions is as follows:

Let the approximation for \( y(x) \) be taken as

\[
y(x) = \sum_{j=0}^{n+2} \beta_j R_j(x)
\]

(9)

where \( R_j(x) \)'s are quintic B-splines and here we assume that above approximation \( y(x) \) satisfies corresponding homogeneous boundary conditions of the given boundary conditions (2). That means \( y(x) \) defined in (9) satisfies the conditions

\[
y(c) = 0, \quad y(d) = 0, \quad y'(c) = 0, \quad y'(d) = 0
\]

(10)

Applying the boundary conditions (10) to (9), the approximate solution at the boundary points can be written as

\[
y(c) = y(x_0) = \sum_{j=0}^{n} \beta_j R_j(x_0) = 0
\]

(11)

\[
y(d) = y(x_n) = \sum_{j=0}^{n} \beta_j R_j(x_n) = 0
\]

(12)

\[
y'(c) = y'(x_0) = \sum_{j=0}^{n} \beta_j R'_j(x_0) = 0
\]

(13)

\[
y'(d) = y'(x_n) = \sum_{j=0}^{n} \beta_j R'_j(x_n) = 0
\]

(14)

Eliminating \( \beta_0 \), \( \beta_1 \), \( \beta_{n+1} \) and \( \beta_{n+2} \) from the equations (9) and (11) to (14), we get the approximation for \( y(x) \) as

\[
y(x) = \sum_{j=0}^{n} \beta_j T_j(x)
\]

(15)

where

\[
T_j(x) = \begin{cases} S_j(x) + x_0 S'_j(x_0), & j = 0, 1, 2 \\ S_j(x), & j = 3, 4, ..., n-3 \\ S_j(x) - x_0 S'_j(x_0), S_{n+1}(x), & j = n-2, n-1, n \\ 
R_j(x) - x_0 R'_j(x_0), R_{n+2}(x), & j = -1, 0, 1, 2 \\ R_j(x), & j = 3, 4, ..., n-3 \\ R_j(x) - x_0 R'_j(x_0), R_{n+2}(x), & j = n-2, n-1, n+1 
\end{cases}
\]

(16)

(17)

Now the new set of weight functions for the approximation \( y(x) \) is \( \{ T_j(x), j = 0, 1, ..., n \} \). Here \( T_j(x) \)'s and their derivatives vanish on the boundary.

Applying the Petrov-Galerkin method to (1) with the new set of basis functions \( \{ P_j(x), j = 0, 1, ..., n \} \) and with the new set of weight functions \( \{ T_j(x), j = 0, 1, ..., n \} \), we get

\[
\int_{x_0}^{x_n} \left[ a_{ij}(x) y''(x) + a_{ij}(x)y''(x) + a_{ij}(x) y''(x) + a_{ij}(x)y''(x) + a_{ij}(x)y''(x) \right] T_j(x) dx = \int_{x_0}^{x_n} b(x) T_j(x) dx \quad \text{for} \ i = 0, 1, ..., n.
\]

(18)

Integrating by parts the first three terms on the left hand side of (18) and after applying the boundary conditions prescribed in (2), we get

\[
\int_{x_0}^{x_n} a_{ij}(x) T_j(x) y(x) dx = \frac{d^2}{dx^2} \left[ a_{ij}(x) T_j(x) \right] y(x) dx
\]

(19)

\[
-\frac{d^3}{dx^3} \left[ a_{ij}(x) T_j(x) \right] + \frac{d}{dx} \left[ a_{ij}(x) T_j(x) \right] y(x) dx
\]

(20)

\[
\int_{x_0}^{x_n} a_{ij}(x) T_j(x) y''(x) dx = -\frac{d^3}{dx^3} \left[ a_{ij}(x) T_j(x) \right] y''(x) dx
\]

(21)

Substituting (19), (20) and (21) in (18) and using the approximation for \( y(x) \) given in (6), and after rearranging the terms for resulting equations, we get system of equations in the matrix form as

\[
A \alpha = B
\]

(22)

where \( A = [a_{ij}] \);

\[
a_{ij} = \int_{x_0}^{x_n} \left[ \frac{d^2}{dx^2} [a_{ij}(x) T_j(x)] + \frac{d^3}{dx^3} [a_{ij}(x) T_j(x)] \right] y(x) dx
\]

\[
-\frac{d^3}{dx^3} \left[ a_{ij}(x) T_j(x) \right] + a_{ij}(x) T_j(x) y(x) dx
\]

for \( i = 0, 1, ..., n; \) \( j = 0, 1, ..., n. \)

\[
B = [b_i];
\]

\[
b_i = \int_{x_0}^{x_n} \left[ b(x) T_i(x) + \frac{d^3}{dx^3} [a_{ij}(x) T_i(x)] \right] y(x) dx
\]

\[
-\frac{d^3}{dx^3} \left[ a_{ij}(x) T_i(x) \right] + a_{ij}(x) T_i(x) y(x) dx
\]

for \( i = 0, 1, ..., n. \)

and

\[
\alpha = [\alpha_0, \alpha_1, ..., \alpha_n]^T
\]
4. PROCEDURE TO FIND SOLUTION FOR NODAL PARAMETERS

A typical integral element in the matrix \( A \) is

\[
\sum_{m=0}^{n-1} I_m
\]

where \( I_m = \int_{x_{m-1}}^{x_m} v_i(x) r_j(x) Z(x) dx \) and \( r_j(x) \) are the cubic B-spline basis functions or their derivatives. \( v_i(x) \) are the quintic B-spline weight functions or their derivatives. It may be noted that \( I_m = 0 \) if

\[
(x_{i-3}, x_{i-2}, x_{i+2}) \subset (x_{i-1}, x_{i+1}) = \emptyset.
\]

To evaluate each \( I_m \), we employed 5-point Gauss-Legendre quadrature formula. Thus the stiffness matrix \( A \) is a nine diagonal band matrix. The nodal parameter vector \( \alpha \) has been obtained from the system \( A \alpha = B \) using the band matrix solution package. The boundary value problems (1) - (2) have been solved by the proposed method with the help of a computer program written in FORTRAN-90 code.

5. NUMERICAL RESULTS

To demonstrate the applicability of the proposed method for solving the fourth order boundary value problems of the type (1) and (2), we considered three linear and four nonlinear boundary value problems. The obtained numerical results for each problem are presented in tabular forms and compared with the exact solutions available in the literature.

**Example 1:** Consider the linear boundary value problem

\[
y^{(4)} + 4y = 1, \quad -1 \leq x \leq 1
\]

subject to

\[
y(-1) = y(1) = 0.
\]

The exact solution for the above problem is

\[
y = 0.25 \left[ 1 - \frac{\sinh x \sinh x \cos x + \cosh x \cos x}{\cos 2 + \cos 2} \right].
\]

The proposed method is tested on this problem where the domain \([-1, 1]\) is divided into 10 equal subintervals. The obtained numerical results for this problem are given in Table 1. The maximum absolute error obtained by the proposed method is 2.413988E-06.

**Example 2:** Consider the linear boundary value problem

\[
y^{(4)} + 4y = 1, \quad 0 < x < 1
\]

subject to

\[
y(0) = y(1) = 0, \quad y'(0) = 0, \quad y'(1) = -e.
\]

The exact solution for the above problem is \( y = x(1-x)e^x \).

<table>
<thead>
<tr>
<th>x</th>
<th>Absolute error by the proposed method</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1</td>
<td>8.642673E-07</td>
</tr>
<tr>
<td>0.2</td>
<td>9.387732E-07</td>
</tr>
<tr>
<td>0.3</td>
<td>8.344650E-07</td>
</tr>
<tr>
<td>0.4</td>
<td>1.192093E-06</td>
</tr>
<tr>
<td>0.5</td>
<td>2.115965E-06</td>
</tr>
<tr>
<td>0.6</td>
<td>3.784895E-06</td>
</tr>
<tr>
<td>0.7</td>
<td>4.827976E-06</td>
</tr>
<tr>
<td>0.8</td>
<td>6.765127E-06</td>
</tr>
<tr>
<td>0.9</td>
<td>6.288290E-06</td>
</tr>
</tbody>
</table>

**Example 3:** Consider the linear boundary value problem

\[
y^{(4)} - y'' - y = e^x (x - 3), \quad 0 < x < 1
\]

subject to \( y(0) = 1, \quad y'(1) = -e \).

The exact solution for the above problem is \( y = e^x (1 - x) \).

The proposed method is tested on this problem where the domain \([0, 1]\) is divided into 10 equal subintervals. The obtained numerical results for this problem are given in Table 3. The maximum absolute error obtained by the proposed method is 4.500151E-06.

<table>
<thead>
<tr>
<th>x</th>
<th>Absolute error by the proposed method</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1</td>
<td>8.642673E-07</td>
</tr>
<tr>
<td>0.2</td>
<td>9.387732E-07</td>
</tr>
<tr>
<td>0.3</td>
<td>8.344650E-07</td>
</tr>
</tbody>
</table>
The exact solution for the above problem is \( y = \sin x \).

The nonlinear boundary value problem (30) is converted into a sequence of linear boundary value problems generated by quasilinearization technique [21] as

\[
y^{(n+1)} + [2y^{(n)}]y''^{(n+1)} = \sin x + \sin^2 x + [y^{n}]^2, \quad n = 0, 1, 2, ..., \tag{31}
\]

subject to \( y_{(n+1)}(0) = 0, \quad y_{(n+1)}(1) = \sin 1 \).

Here \( y_{(n+1)} \) is the \((n+1)\)th approximation for \( y(x) \). The domain \([0, 1]\) is divided into 10 equal subintervals and the proposed method is applied to the sequence of linear problems (31). The obtained numerical results for this problem are presented in Table 5. The maximum absolute error obtained by the proposed method is 5.334616x10^{-5}.

Example 6: Consider the nonlinear boundary value problem

\[
y^{(4)} - 6e^{-x^3} = -12(1 + x)^{-4}, \quad 0 < x < 1 \tag{32}
\]

subject to \( y(0) = 0, \quad y'(0) = 1, \quad y(1) = \ln 2, \quad y'(1) = 0.5 \).

The exact solution for the above problem is \( y = \ln(1+x) \).

The nonlinear boundary value problem (32) is converted into a sequence of linear boundary value problems generated by quasilinearization technique [21] as

\[
y^{(n+1)} + [24e^{-x^3/2}]y''^{(n+1)} = -12(1 + x)^{-4} + e^{-x^3/2}[6 + 2y^{(n)}], \quad n = 0, 1, 2, ..., \tag{33}
\]

subject to \( y_{(n+1)}(0) = 0, \quad y'_{(n+1)}(0) = 1, \quad y_{(n+1)}(1) = \ln 2, \quad y'_{(n+1)}(1) = 0.5 \).

Here \( y_{(n+1)} \) is the \((n+1)\)th approximation for \( y(x) \). The domain \([0, 1]\) is divided into 10 equal subintervals and the proposed method is applied to the sequence of linear problems (33). The obtained numerical results for this problem are presented in Table 6. The maximum absolute error obtained by the proposed method is 5.125999x10^{-6}.
### Table 6: Numerical results for Example 6

<table>
<thead>
<tr>
<th>x</th>
<th>Absolute error by the proposed method</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1</td>
<td>1.937151E-07</td>
</tr>
<tr>
<td>0.2</td>
<td>1.579523E-06</td>
</tr>
<tr>
<td>0.3</td>
<td>3.278255E-06</td>
</tr>
<tr>
<td>0.4</td>
<td>4.678965E-06</td>
</tr>
<tr>
<td>0.5</td>
<td>5.125999E-06</td>
</tr>
<tr>
<td>0.6</td>
<td>4.678965E-06</td>
</tr>
<tr>
<td>0.7</td>
<td>3.933907E-06</td>
</tr>
<tr>
<td>0.8</td>
<td>2.622604E-06</td>
</tr>
<tr>
<td>0.9</td>
<td>1.013279E-06</td>
</tr>
</tbody>
</table>

**Example 7:** Consider the nonlinear boundary value problem

\[
y^{(4)} + \frac{x^2}{1+y^2} = -72(1-5x+5x^2) + \frac{x^2}{1+(x-x^2)^6},
\]

subject to

\[
y(0) = 0, \ y'(0) = 0, \ y(1) = 0, \ y'(1) = 0.
\]

The exact solution for the above problem is \( y = x^3(1-x)^3. \)

The nonlinear boundary value problem (34) is converted into a sequence of linear boundary value problems generated by quasilinearization technique [21] as

\[
y^{(n+1)} - \frac{2x^2 y^{(n)} + x^2 y^{(n)} - 72(1-5x+5x^2)}{(1+y^{(n)})^2} y^{(n)} = \frac{x^2}{1+(x-x^2)^6},
\]

subject to

\[
y^{(n+1)}(0) = 0, \ y'(0) = 0, \ y^{(n+1)}(1) = 0, \ y'(1) = 0
\]

Here \( y_{n+1}(x) \) is the \((n+1)\)th approximation for \( y(x) \). The domain \([0, 1]\) is divided into 10 equal subintervals and the proposed method is applied to the sequence of linear problems (35). The obtained numerical results for this problem are presented in Table 7. The maximum absolute error obtained by the proposed method is 4.966976x10^-6.

### Table 7: Numerical results for Example 7

<table>
<thead>
<tr>
<th>x</th>
<th>Absolute error by the proposed method</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1</td>
<td>4.939735E-06</td>
</tr>
<tr>
<td>0.2</td>
<td>2.135988E-06</td>
</tr>
<tr>
<td>0.3</td>
<td>8.568168E-07</td>
</tr>
</tbody>
</table>

### 6. CONCLUSIONS
In this paper, we have employed a Petrov-Galerkin method with cubic B-splines as basis functions and quintic B-splines as weight functions to solve fourth order boundary value problems with special case of boundary conditions. The cubic B-spline basis set has been redefined into a new set of basis functions which vanish on the boundary where the Dirichlet boundary conditions are prescribed. The quintic B-splines are redefined into a new set of weight functions which number match the number of redefined set of basis functions. The proposed method has been tested on three linear and four nonlinear fourth order boundary value problems. The numerical results obtained by the proposed method are in good agreement with the exact solutions available in the literature. The strength of the proposed method lies in its easy applicability, accurate and efficient to solve fourth order boundary value problems.
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