ABSTRACT
In this paper, new content-based image retrieval (CBIR) system based on color and shape feature combining with clustering concept that considers the similarities among images in database is proposed. Firstly, the color space of an image is quantized with 128 bin quantization and then color histogram is extracted from the quantized image. Secondly, the shape feature is extracted using horizontal, vertical, diagonal and anti-diagonal mask obtained by rotation of Prewitt mask. Thirdly, the moving k-means clustering algorithm is used to cluster the database images. The proposed method is tested on Wang database. Experimental results show that proposed method is more efficient and effective in image retrieving from database than existing methods.
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1. INTRODUCTION
Today there is continuously increasing digital images collections. Daily large numbers of images are produced, so a proper organization of images is required for fast and better retrieval. For this purposes image retrieval systems are designed [1]. The image search becomes important due to popularity of various image search engines [2]. Image retrieval is process of retrieving image from the database of images. It is an extension of information retrieval where images are retrieved.

Text based image retrieval used text as the base by which images are retrieved from databases. Images were stored along with keywords prepared by an annotator and in future to retrieve that image one has to use that keyword. The main advantage of this technique is that there are well established methods for that and easy to understand but there exist difficulties, when size of database is large and for that vast amount of labor is required to manually annotate the images. The other difficulties are language and culture difference due to which same image is usually text out by many different workers.

To overcome these problems many techniques in CBIR have been developed and many CBIR systems have been built.

Content-based image retrieval is also known as query by image content (QBIC) and content-based visual information retrieval (CBVIR). The most common low level features of an image are color, texture and shape. These features are extracted automatically from the image. It is based on Query by example where query is an image from which features are extracted and it is compared with features of database images and according to that relevant images are retrieved [4].

Different methods are used to represent each feature each with advantages and disadvantages [5]. According to requirement and application best method can be selected out of these. CBIR systems have large number of applications like crime prevention, education and training, military application, medical diagnosis and fashion and interior design [6]. Some of the existing popular systems are flexible image retrieval engine (FIRE) [7] and photobook [8].

2. RELATED WORK
In 2010, [2] Chakravarti and Meng have proposed color histogram technique for image retrieval. This technique is efficient and easy to process. Daisy et al. [3] have proposed content based image retrieval using texture and shape feature. Gabor filter combined with morphological closing operation has been used to extract texture feature. Shape feature is extracted by using Fourier Descriptor. Buch et al. [4] have used color and texture feature for image retrieval. In this paper, color moment is used to extract color feature and wavelet and Gabor texture for texture feature. Adnan et al. [5] have explained image retrieval system architecture. In this paper, number of objects in an image, shape of objects, location of objects and geometrical parameters are considered as basis of indexing and retrieval. Pujari et al. [6] have explained content based image retrieval by using color and shape feature. It introduced Hue, Saturation and Value (HSV) color space and Lab color space techniques to capture the shape and color feature of the image. Deselaers et al. [7] have explained Flexible Image Retrieval Engine (FIRE) image retrieval system. This system is highly extensible offers wide varieties of features and distance functions. According to requirement a weighed combination of features can be used. Petland et al. [8] have described the Photoook system which is used for browsing and searching images. This system is quite flexible that allows text based as well as content based retrieval. This system provides an interactive interface for the user. In [10] Ananhatratanasamy et al. have used color, texture and shape features in fusion. It used color histogram with 24 bin quantization to represent color feature. Grey Level Co-occurrence Matrix to represent texture feature and combination of chain method, area and horizontal to extract shape feature. Acharjya et al. [11] have described shape detection of an image. It explained Prewitt’s mask to detect an edge image. Liu and Yu [12] have explained k-means clustering algorithm in image retrieval system. The k-means clustering algorithm considered the similarities among images in the database and make retrieval fast and more accurate as compare to system without clustering.

After literature review, it has been concluded that many of the existing content-based image retrieval (CBIR) techniques have problem of high computation time due to comparison of
query image with all the database images. The another problem is related with accuracy i.e. accuracy of some of the systems is not very good.

3. PROPOSED METHOD

The proposed method uses the moving k-means clustering algorithm to cluster the database images. First collection of images is taken. Then color space of an image is quantized with 128 bin quantization and color histogram is extracted from the quantized image. Secondly, the shape feature is extracted using horizontal, vertical, diagonal and anti-diagonal mask obtained by rotation of Prewitt mask. After extracting color and shape feature from all images, a feature database of images is prepared. The moving k-means clustering algorithm is applied to clustering the feature database. On the other side query image is given as input and similar features with same technique are extracted from the image. These features are compared with each cluster and find the closest cluster to query image using euclidean distance. After selection of cluster required number of images are displayed from that cluster as resultant images. Figure 1 shows block diagram of image retrieval system with proposed method.

![Block diagram of image retrieval system with proposed method](image)

Figure 1: Block diagram of image retrieval system with proposed method

3.1 Feature extraction

3.1.1 Color feature extraction

In this work, color histogram technique has been used to extract color feature. The main issue regarding color feature are choice of color space, quantization of color space and color descriptor selection.

3.1.1.1 Color space selection

In this work, Hue, Max, Min and Diff (HMMD) color space has been used. The images are present in database in Red, Green and Blue (RGB) format which is converted into HMMD color space. The Hue (0 to 360 degrees) component represent color in its pure form i.e. red, blue or green. Max and Min represent the maximum and minimum among the R, G and B values respectively. Diff component is defined as the difference between max and min value. There is another component Sum that is defined as average of max and min value. Out of five, three components [H, Max, Min] or [H, Diff, Sum] are sufficient to form HMMD color space. Max (M= [0, 1]) represent how much black color is present i.e. represent shade or blackness. Min (M= [0, 1]) represent how much white color is present i.e. tint or whiteness. Diff (D= [0, 1]) specifies how much a color is close to pure color i.e. tone or colorfulness. Sum (= [0, 1]) specify brightness of color. The HMMD color space [9] is effective and better than HSV color space.

3.1.1.2 Quantization of color space

Quantization is a process in which colors in a color space are reduced by putting the similar colors in a single bin. It helps to reduce the computation time and comparison time of colors. Without quantization, to find similarity between two images one has to compare 16777216 colors that will take lot of time. In this work, 128 bin quantization of HMMD color space has been used [9]. In quantization process first quantization table is formed and with the help of quantization table quantized image is formed. With quantization, the bins of two images are compared to find the similarity between images.

3.1.1.3 Color descriptor selection

In this work, Color histogram is used to represent color feature. The histogram of an image represent how many pixels are present at particular grey level [10].

3.1.2 Shape feature extraction

For shape feature first edges of the image are find out. For that purpose at beginning a colored image is chosen. This image is divided into four parts and is converted into gray scale image. A gray scale image is combination of two colors i.e. black and white. These colors carry information regarding the intensity. Black color represent the low intensity and white color represent the high intensity. Variations in this intensity levels forms edges. In this case edges are detected from four directions. To detect edges, masks are applied to gray scale image. In this work, horizontal, vertical, diagonal and anti-diagonal mask has been used. These masks can be obtained by rotating the Prewitt’s mask [11]. These masks are in horizontal, vertical, diagonal and anti-diagonal directions. After applying all masks different sub images are find out in all directions.

Prewitt Mask

\[
\begin{bmatrix}
1 & 1 & 1 \\
0 & 0 & 0 \\
-1 & -1 & -1 \\
\end{bmatrix}
\]

Masks used in proposed method

\[
\begin{bmatrix}
1 & 1 & 0 \\
0 & 0 & 1 \\
-1 & -1 & -1 \\
\end{bmatrix}
\]

\[
\begin{bmatrix}
1 & 0 & -1 \\
1 & 0 & -1 \\
1 & 0 & -1 \\
\end{bmatrix}
\]

\[
\begin{bmatrix}
0 & 1 & 1 \\
1 & 0 & 0 \\
1 & -1 & 0 \\
\end{bmatrix}
\]

\[
\begin{bmatrix}
0 & 0 & 0 \\
1 & 0 & 1 \\
1 & 1 & 1 \\
\end{bmatrix}
\]

\[
\begin{bmatrix}
0 & -1 & 0 \\
-1 & 0 & 1 \\
-1 & -1 & 0 \\
\end{bmatrix}
\]
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3.1.3 Clustering of database
Clustering is to group data elements of a data set into clusters with some similarity criteria. In CBIR systems similarity among the images of database is not considered only the similarity between query image and database images is considered for retrieval [12]. In this problem of high computation time exists due to comparison of query image features with features of all images in database. To reduce computation time clustering is used that considers similarity among the images of database. After clustering there is no need to compare query image with all database images that reduces the computation time. It also helps to improve accuracy. The k-means clustering algorithm is very simple and easy to implement. The problem with this method is that the clusters generate are not of good quality and time taken to generate clusters is very high. The moving k-means clustering algorithm generates good quality clusters and the time taken to generate cluster is less than k means algorithm.

In moving k-means clustering algorithm, first user have to give input the number of desired clusters. The data set is randomly divided into no. of desired clusters. In each cluster the middle point is considered as the centroid of cluster. The distance between each data point to all the initial centroid is calculated and data point is assigned to the cluster with closest centroid. During this a record of the cluster to which data item is assigned and distance of the data item to that cluster is kept. Recalculate the centroids of the cluster. Again for each data point compute its distance from the centroid of the present nearest cluster and if this distance is less than or equal to the present nearest distance, the data point stays in the same cluster else distance of the data item is calculated form all the centroids. This process continuous until the convergence criteria is not satisfied.

4. PROPOSED ALGORITHM
The various steps used in proposed algorithm works as follows:
Step-1: First collect the images from which one wants to retrieve the images. Collection depends upon the field for which image retrieval system is designed.
Step-2: Read the images from database one by one and extract the color and shape features from the image. Then prepare the feature database that contains the features of all images.
Step-3: Apply moving k-means clustering algorithm to the feature database.
Step-4: Read the query image and extract the same feature with same method as used for database images.
Step-5: Compute similarity between query image features and clustered database by Euclidean distance and find the cluster closest to query image.
Step-6: Display the required no. of images from the selected cluster.

5. EXPERIMENTAL RESULTS
In this section, results of proposed method are presented and discussed. The proposed method is implemented in MATLAB. The Wang database [13] is used for evaluation which is a subset of Corel database with total 1000 images. All images are classified into 10 categories like Africans, Beaches, Architecture, Buses, Dinosaurs, Elephants, Flowers, Horses, Mountains and Foods with 100 images in each category. All images in database are colored images and of size 384 × 256 or 256 × 384 pixels. The evaluation of retrieval results can be easily made due to this classification. Figure 2 shows the sample of 10 images of 10 different category of Wang database [13]. The images in the same row belongs to same category.

Figure 2: Sample of 10 images of 10 different category of Wang database
The performance of the proposed method is evaluated with standard parameters, i.e., precision and recall [14].

\[
\text{Precision} = \frac{\text{Number of relevant images retrieved}}{\text{Total number of images retrieved}} \quad (1)
\]

\[
\text{Recall} = \frac{\text{Number of relevant images retrieved}}{\text{Total number of relevant images in database}} \quad (2)
\]

The experiment was carried out by providing a query image from each category of database images. The precision and recall of each query image is computed by setting the number of output images as 16. The total no. of images in database for each individual category are 100 but here the required images are 16 so total no of relevant images in database is also considered as 16 for recall.

Figure 3–Figure 5 shows the retrieval results of bus, elephant and flowers query respectively with proposed method. The upper left image is query image and right part is the retrieved images. Due to shortage of length of paper results of only three categories has shown.

![Figure 3: Retrieval results for bus query](image1)

![Figure 4: Retrieval results for elephant query](image2)
To compare the performance of proposed method with Lande et al [14], each image is selected as query from each category i.e. Africans, Beaches, Architecture, Buses, Dinosaurs, Elephants, Flowers, Horses, Mountains and Foods and setting the number of output images to 20. Finally, the average precision and average recall of each category (100 images in each category) is computed. The total no. of images in database for each individual category are 100 but here the required images are 20 so total no of relevant images in database is also considered as 20 for recall. The average results of each individual category of proposed method and Lande et al [14] are compared and shown in Table 1.

Table 1 concluded that proposed method outperforms the method proposed by Lande et al both in term of average precision as well as average recall. The average precision category wise have improved for seven categories except for dinosaurs, horses and flowers category. Similarly the average recall category wise have improved for seven categories except for dinosaurs, flowers and horses category.

<table>
<thead>
<tr>
<th>Sr. No.</th>
<th>Image Category</th>
<th>Average Precision</th>
<th>Average Recall</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Africans</td>
<td>0.75</td>
<td>0.80</td>
</tr>
<tr>
<td>2</td>
<td>Beaches</td>
<td>0.55</td>
<td>0.79</td>
</tr>
<tr>
<td>3</td>
<td>Architecture</td>
<td>0.73</td>
<td>0.82</td>
</tr>
<tr>
<td>4</td>
<td>Buses</td>
<td>0.56</td>
<td>0.70</td>
</tr>
<tr>
<td>5</td>
<td>Dinosaurs</td>
<td>0.99</td>
<td>0.90</td>
</tr>
<tr>
<td>6</td>
<td>Elephants</td>
<td>0.75</td>
<td>0.85</td>
</tr>
<tr>
<td>7</td>
<td>Flowers</td>
<td>0.85</td>
<td>0.75</td>
</tr>
<tr>
<td>8</td>
<td>Horses</td>
<td>0.90</td>
<td>0.85</td>
</tr>
<tr>
<td>9</td>
<td>Mountains</td>
<td>0.45</td>
<td>0.80</td>
</tr>
<tr>
<td>10</td>
<td>Foods</td>
<td>0.75</td>
<td>0.76</td>
</tr>
</tbody>
</table>
Figure 6 shows the overall average precision of proposed method and Lande et al [14]. Overall average precision is average of precision of all category. Overall average precision for proposed method is 0.802 and for Lande et al is 0.728. It is concluded from figure 6 that proposed method is better than Lande et al in terms of overall average precision.

Figure 7 shows the overall average recall of proposed method and Lande et al [14]. Overall average recall is average of recall of all category. Overall average recall for proposed method is 0.802 and for Lande et al is 0.728. It is concluded from figure 7 that proposed method is better than Lande et al in terms of overall average recall.

Figure 8 shows the comparison on the basis of average retrieval time. The average response time for proposed method is 0.95 and for Lande et al is 3.25. Figure concluded that average response time for a query in proposed method is very less as compare to Lande method.

6. CONCLUSION

In this work, an attempt has been made to retrieve the similar images from the database based on content based image retrieval method by supplying a query image. This method uses the combination of histogram color feature, four mask shape feature in four directions and moving k-means clustering algorithm that considers the similarities among images in database. Experimental results have shown that the proposed method is more effective and efficient than method proposed by Lande et al. In the future, the proposed image retrieval method is to be combined with the concept of relevance feedback to further improve the performance.
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