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ABSTRACT
In this paper, the impact of software testing effort and the efficiency on the modeling of software reliability for optimizing the cost in case of release time policy has been discussed. Another important problem in the software development process is to determine when to stop testing and release the software. If testing is stopped too early, there may be too many defects in the software, resulting in too many failures during the operation and leading to significant losses. If too much time is spent on testing, there may be a high testing cost. Therefore, there must be a tradeoff between testing and releasing. The release time should be determined by the testing process, efforts and cost. The more defects have been detected and removed, the less time will be used for further testing. To eliminate this problem of releasing the software goal programming approach has been discussed.

Keywords
Software release time policy, goal programming, software testing efforts, software defect removal.

1. INTRODUCTION
With the widespread use of computers, software is playing an important role in our life. In other words, computers and computer-based systems have entered in every walk and talk of our lives. We have become heavily dependent on automated tools and intelligent systems for almost every activity. A mere delay in the operation of these systems can lead to huge financial losses; hence software reliability becomes a problem that cannot be ignored. Software reliability is consequently one of the most important features for the critical software system.

According to ANSI definition, software reliability is defined as the probability of failure free software operation for a specified period of time under a specified environment. In practice, it is very difficult for the project managers to measure software reliability and quality. In the seventies of last century, many models (namely called Software reliability growth models, SRGM) have been proposed to describe the software testing process. Among these models, GO (Goel and Okumoto)[4] model assumes that the defects detected up to time t follows a non-homogeneous Poisson process (NHPP), while Jelinski and Moranda[11] model assumes that the total numbers of defects at the start of testing is a known constant, and the failure rate at any time is proportional to the number of defects remaining at that moment.

It is the testing stage of the software development in which attempts are made to remove the most of the faults which are dormant in software. A successful test strategy begins by considering the requirement specification and continues by specifying test cases based on this requirement specification. Most of the earlier software reliability models assume the fault removal process to be perfect i.e. when an attempt is made to remove a fault, it is introduced. But this assumption is not realistic due to the complexity of the software system and incomplete understanding of the user’s requirements or the specifications by the team. The software testing team may not be able to fix the cause of the failure properly or they may not be introducing new faults during the removal. Therefore, it is necessary to incorporate the effect of imperfect debugging into the software reliability growth modeling.

The problem of determining when to stop testing arises when the testing cost is too high or too many failures occur during the operation, and lead to significant losses. On the other side, spending too much time in testing may result in high testing cost and delay the introduction of the product into the market. Therefore, there is a tradeoff between software testing and releasing.

2. LITERATURE REVIEW
There are two commonly used approaches in the industry for software reliability modeling. The first approach utilizes software reliability growth models (SRGM) in later stages of software development cycle to estimate the software failure rate from the observed failures. As each failure occurrence initiates the removal of a fault, the number of failures that have been experienced by time t, denoted by M(t), can be regarded as a reflected image of reliability growth. Each SRGM implicitly assumes a certain functional form of mean value function, M(t). Using the failure times or the times between failures collected during a testing project, the parameters of a SRGM like expected number of failures by time t can be estimated. Software architecture greatly affects the reliability and availability of software systems. The second approach referred to as architecture-based modeling, utilizes discrete state Markov modeling in the software reliability estimation (Taylor and Vander (2007)) [30]. System failures can be avoided with better software architectures by raising exceptions when fault occurs and confining the failure to a particular module.
Table 1: The summary of the literature review

<table>
<thead>
<tr>
<th>S.No.</th>
<th>Authors and study published in the year</th>
<th>Objective and the Discussion</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.</td>
<td>Hudson (1967) [9]</td>
<td>The software development was considered as birth and death process. The fault is considered as birth and fault correction as death. In his theory he proposed that the rate of detection of faults is proportional to the number of faults remaining and the rate of fault detection increases with time.</td>
</tr>
<tr>
<td>2.</td>
<td>Jelinki and Moranda (1972) [11]</td>
<td>Developed software reliability growth model which is based on the assumption that at the beginning of the testing, there are $a_u$ faults in the software program with $a_u$ being an unknown but fixed number.</td>
</tr>
<tr>
<td>3.</td>
<td>Musa et al. (1987) [22]</td>
<td>The model prepared by Jelinki and Moranda is of binomial type as classified by Musa et al. The Jelinki and Moranda model has poor predictive capabilities in many cases where as the model proposed by Musa is rich in clarity of modeling and has a better conceptual insight and predictive validity. In this model the execution time is viewed in two ways like (a) operating time of the software product and (b) Cumulative execution time that occurs during the test phase of development and the post delivery maintenance.</td>
</tr>
<tr>
<td>4.</td>
<td>Scheindewind (1972) [26]</td>
<td>Presented a software reliability model from an empirical viewpoint assuming fault detections per time interval as a non homogeneous Poisson process with an the exponential mean value function. He applied least square method or maximum likelihood estimation to the determination of the parameters of the process and also suggested that the time lag between failure detection and correction be determined from actual data and used to correct the time scale in forecast.</td>
</tr>
<tr>
<td>5.</td>
<td>Goel and Okumoto (1979) [4]</td>
<td>Proposed a model assuming expected number of initial software faults as $N$ as compared to the fixed but unknown actual number of the initial software faults $u_0$ in the Jelinki and Moranda.</td>
</tr>
<tr>
<td>6.</td>
<td>Piwowarski et al. (1983) [25]</td>
<td>Proposed a model for block coverage in dependence of the number of test cases executed during functional testing, which can easily be extended to become a model of the number of failures experienced in terms of time.</td>
</tr>
<tr>
<td>7.</td>
<td>Yamada et al. (1986) [33]</td>
<td>Extended Goel-Okamoto model stating that the ratio between the expected number of software failure occurring in $(t, t+\Delta t)$ with $\Delta t \to 0$ is proportional to the expected number of undetected faults.</td>
</tr>
<tr>
<td>8.</td>
<td>Littlewood et al. (1986) [18]</td>
<td>The Bayesian extension to the Jelinski and Moranda model was proposed by Littlewood in 1986 to improve the parameter estimation of the model and hence its predictive capability.</td>
</tr>
<tr>
<td>9.</td>
<td>Tohma et al. (1989) [31]</td>
<td>He gave a structural approach to the estimation of the number of residual software faults based on hyper-geometric distribution.</td>
</tr>
<tr>
<td>11.</td>
<td>Lee et al. (1993) [17]</td>
<td>Presents measurement-based evaluation of operating system fault tolerance.</td>
</tr>
<tr>
<td>12.</td>
<td>Lyu (1996) [19]</td>
<td>He developed a model based on assumptions that the number of failures experienced by time $t$ follows a Poisson distribution.</td>
</tr>
</tbody>
</table>
number of software failures that occurs in \((t, t+\Delta t)\) with \(\Delta t \to 0\) is proportional to the expected number of undetected faults. Whenever a failure occurs, faults that caused it is removed instantaneously and without introducing any new fault into the software. Since each fault is perfectly repaired after it has caused a failure, the number of inherent faults in the software at the beginning of the testing is equal to the number of failures that will have occurred after an infinite amount of testing.

13. Gokhale et al. (1996)[5] Introduced the enhanced non-homogeneous Poisson process (ENHPP) model as a unifying frame work for finite failure NHPP models with the assumptions that the \(N\) faults inherent in the software at the beginning of testing are uniformly distributed over the potential fault sites and at time \(t\). Whenever a failure occurs, the fault that caused it is removed instantaneously and without introducing any new fault into the software.


16. Smidts and Sova (1999)[27] Considered an architecture-oriented modeling approach for software reliability estimation based on decomposition of requirements into software functions and attributes.

17. Huang et al (2001)[8] Proposed the incorporation of testing effort into the modeling process, which can be measured by the human power, the number of test cases, or the execution-time information.

18. Chen et al. (2001)[3] Included testing coverage into time-basis adjustment for more accurate software reliability measurement.


23. Lyu (2007)[20] Proposed a recent trend in software architecture is that as information engineering is becoming the central focus for today’s businesses, service-oriented systems and the associated software engineering will be the standards for business development.


25. Yadav and khan (2009) and Khaled (2009)[32] Have given a critical review of software reliability models. In the analysis of certain software systems, few parameters such as software failure and repair rates cannot be exactly estimated.

In the present scenario, it is difficult to analyze software reliability and availability due to such uncertain parameters. The models generally assume that once a fault is discovered it is removed immediately that is, software have instantaneous repair time. The reality is that applications executing in the field can take significant amount of time may be days or weeks to get a fault removed. The second problem, which is generally faced, is the quality of the failure data. For example repeat failures generally occur due to the fact that faults are not removed instantaneously. Another problem is that operational profile testing is generally ignored i.e. it is assumed that the software is going to be tested in the same manner that it is used in the field, which is not true in practice. Thus, there is a need of further improvements in the existing models so that
reliability and availability can be computed more efficiently and accurately.

3. OPTIMAL SOFTWARE RELEASE POLICY

Software reliability growth models can capture the quantitative aspects of the software testing process, and can be used to provide a reasonable software release time. During the software testing phase, developers can use the SRGM to determine when to stop testing. If the reliability goal is achieved, the software product is ready for release.

To shift the software from the testing phase to the operational phase, theoretical determination of the release time of software is very important in terms of cost. In recent years, the problem of optimal software release time has been analyzed and discussed by many authors.

The release time problem is to decide upon the optimal testing termination time \( T \). In the present problem we consider optimization of testing under budgetary constraint. The mathematical formulation of the problem is given as,

\[
\begin{align*}
& \text{Maximize: } R(x | T) \\
& \text{Subject to: } C(T) \leq C_b, \quad T \geq 0
\end{align*}
\]

Where

\[
R(x | T) = \text{expected reliability of software at time } T,
\]

\[
C(T) = \text{cost incurred during software testing upto time } T,
\]

\[
C_b = \text{total budget assigned for software testing.}
\]

The above problem can be extended in terms of getting desired reliability with the minimum cost.

\[
\begin{align*}
& \text{Maximize } R(x | T) \\
& \text{Minimize } C(T)
\end{align*}
\]

\[
\begin{align*}
& \text{Subject to: } C(T) \leq C_b \\
& R(x | T) = R_0 \\
& T > 0, \quad R_0 > 0
\end{align*}
\]

We propose a goal programming model to deal with the problem of error free software with optimal time of release. There exist various variables (factors) that affect the software development. The present model is base on the following factors.

Number of functional point: The number of functional point can be considered as phases in software development. As the number of functional point increases, the complexity of the software deployment also increases. Let there are four phases in terms of functional point Requirement analysis, Design, Integration and Testing.

Budget assign for the development of software: Budget for different phases is different. Any change at any stage results in delay to procure the budget and in some cases sourcing of finance also matters.

Number of people participates: Number of people participate at different phases according to the requirement analysis also effects the release time policy as the wrong deployment of manpower results in delay of project.

Project duration: Estimation of time and completion of project within the expected time must be taken under account and the risk associated with the delay in project is also estimated.

Testing efforts: The efforts applied to make software error free also affect its release time policy. For simplicity of the problem we are assuming that the testing efforts for different phases of software development are different.

4. GOAL PROGRAMMING MODEL

Although few of above mentioned variable is taken under account, but the given problem is extended to the any number of variable on which the release time policy depends.

\[ B_1, B_2, B_3 \text{ and } B_4 \] are the budget per day assign to the Requirement analysis, Design, Integration and Testing respectively. ‘B’ be the total assign budget.

\[ M_0, M_1, M_2 \text{ and } M_3 \] is the number of man power per day assign to the Requirement analysis, Design, Integration and Testing respectively. ‘M’ be the total manpower assign.

\[ E_l, E_2, E_3 \text{ and } E_4 \] is the efforts assign per day to the Requirement analysis, Design, Integration and testing respectively. ‘E’ be the total efforts required.

\[ R, D, I \text{ and } T \] denotes the decision variables, in terms of time taken in respective phases of requirement analysis, Design, Integration and testing respectively and \( T \) be the total time taken in testing.

\[
\text{Minimize } Z = R + D + I + T
\]

\[
\begin{align*}
& \text{Subject to: } \\
& B_1 R + B_2 D + B_3 I + B_4 T \leq B \\
& M_0 R + M_1 D + M_2 I + M_3 T \leq M \\
& E_1 R + E_2 D + E_3 I + E_4 T \leq E \\
& R, D, I, T \geq 0
\end{align*}
\]

The above mentioned Linear programming model can be converted to goal programming model

\[
\text{Minimize } Z = P_1 d_1^+ + P_2 d_2^+ + P_3 d_3^+ + P_4 d_4^+
\]

\[
\begin{align*}
& \text{Subject to: } \\
& B_1 R + B_2 D + B_3 I + B_4 T + d_1^- - d_1^+ = B \\
& M_0 R + M_1 D + M_2 I + M_3 T + d_2^- - d_2^+ = M \\
& E_1 R + E_2 D + E_3 I + E_4 T + d_3^- - d_3^+ = E \\
& R + D + I + T + d_4^- - d_4^+ = T_t \\
& R, D, I, T, d_1^+, d_2^+, d_3^+, d_4^+, d_1^-, d_2^-, d_3^-, d_4^- \geq 0.
\end{align*}
\]

5. MODEL ILLUSTRATION

The proposed goal programming model is tested using an illustration. The impact of changing the priority in objective function can also be done. Although the model can be solved by many software’s but due to easiness we are using solver of MS Excel to illustrate model.

\[
\text{Minimize } Z = P_1 d_1^+ + P_2 d_2^+ + P_3 d_3^+ + P_4 d_4^+
\]

\[
\begin{align*}
& \text{Subject to: } \\
& 8,000 R + 5,000 D + 2,000 I + 7,000 T + d_1^- - d_1^+ = 25,000 \\
& 10 R + 3 D + 4 I + 8 T + d_2^- - d_2^+ = 25 \\
& 2,000 R + 750 D + 480 I + 1,280 T + d_3^- - d_3^+ = 4,700 \\
& R + D + I + T + d_4^- - d_4^+ = 11 \\
& R, D, I, T, d_1^+, d_2^+, d_3^+, d_4^+, d_1^-, d_2^-, d_3^-, d_4^- \geq 0
\end{align*}
\]
6. CONCLUSION
The present research deals with the optimal software release time policy problem. Extensive literature review has been done and various methods that are dealing with the problem is identified. The goal programming method to deal with release time is proposed as it is multi criteria decision making problem.

Various parameters like requirement analysis time, design, implementation and testing time is taken under account using the constraints like budget, men hours, testing efforts and duration of project. At last the model is illustrated using numerical problem.

Table2: Illustration of the goal programming problem

<table>
<thead>
<tr>
<th>variables</th>
<th>R</th>
<th>D</th>
<th>I</th>
<th>T</th>
<th>u1</th>
<th>v1</th>
<th>u2</th>
<th>v2</th>
<th>u3</th>
<th>v3</th>
<th>u4</th>
<th>v4</th>
</tr>
</thead>
<tbody>
<tr>
<td>constraint</td>
<td>8000</td>
<td>5000</td>
<td>2000</td>
<td>7000</td>
<td>1</td>
<td>-1</td>
<td>1</td>
<td>-1</td>
<td>1</td>
<td>-1</td>
<td>1</td>
<td>-1</td>
</tr>
<tr>
<td>solution value</td>
<td>5.653846</td>
<td>9.153846</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>2353.077</td>
<td>0</td>
<td>3.807692</td>
<td></td>
</tr>
<tr>
<td>objective</td>
<td>1.903846</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
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