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ABSTRACT

In this paper an efficient method for parameter extraction of solar cell double diode model using Artificial Bee Colony (ABC) Algorithm is presented. ABC packs solid features such as simplicity of implementation, promising optimization capability, fewer control parameters, etc. In this paper we have implemented various methods to boost traditional ABC performance to solve multi-parameter optimization problem. The results demonstrate ability of modified algorithm to be primary candidate for the parameter extraction in wide search space.
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1. INTRODUCTION

Solar energy has widely gained importance because of several promising features like renewability and nature friendly source of energy. Solar cells are basic module of photovoltaic systems (PV systems) in the generation of solar power. PV systems consist of different parts centered around a solar panel that typically has arrays of interconnected solar cells. Hence, it is very important to choose a model which will closely emulate characteristics of PV cell. This is not only important for analytical purpose but also important in designing of large scale solar energy systems. The use of lumped circuit models is a convenient and widely used method for simulating solar-cell performance. In practice, two main equivalent circuit models are primarily used: Single and Double diode models. For both the models main parameters that describe the behavior are the generated photocurrent ($I_{ph}$), saturation current ($I_s$), series resistance ($R_s$), shunt resistance ($R_{sh}$), and ideality factor ($\eta$). Accurate estimation of these parameters is always required to provide better modeling and efficient performance evaluation of a given solar system.

The traditional extraction methods were based on direct approaches on the use of I-V curve features such as axis intercepts and the gradients at selected points, to determine some cell parameters. However accuracy of these techniques was limited due to non-linearity of measured I-V data, multi variable and multi modal problem which has many local optima. The newly developed algorithms are based on nature inspired ideas, such as ant colony optimisation, evolutionary algorithms, particle swarm optimisation etc. Most of these algorithms are meta-heuristic and they have applicability to a wide range of problems. In a similar context Artificial Bee Colony (ABC) algorithm was initially proposed by Karaboga in 2005 as a technical report for numerical optimisation problem. Artificial Bee Colony Algorithm (ABC) is nature-inspired meta-heuristic, which imitates the foraging behavior of bees.

The algorithm is composed of three important elements: employed and unemployed foragers, and food sources. The employed and unemployed foragers are the first two elements, while the third element is the rich food sources close to their hive. The behaviour of the algorithm can be described by two modes:

1. Recruitment of forager bees to rich food sources, resulting into positive feedback and
2. Simultaneously, the abandonment of poor sources by foragers, which causes negative feedback.

The positions of the food sources are randomly selected by the bees at the initialization stage and their qualities are measured. The bee colony consists of three groups of artificial bees: Employed bees, Onlooker bees and scout bees. The objective of bee colony is to select food source with rich nectar quality and maximize nectar amount in hive. The different phases of the foraging are:

(i). Initially there are some scout bees and onlooker bees in colony. The unemployed scout bees starts searching for a food sources randomly near their hives. Once scout bees find a food source they are transformed into employed bees. So number of employed bees is equal to number of food sources and is equal to half the colony size.

(ii). Employed bees collect nectar, calculates the nectar quality and go back to hive. Employed bees shares the information about nectar to onlooker bees by performing waggle dance. The direction of bees indicates the direction of the food source relative to the Sun, the intensity of the waggles indicates how far away it is and the duration of the dance indicates the amount of nectar on food source. After sharing this information, every employed bees returns to the previously visited food source, since the position of the food source had been memorized and then selects another food source in the neighborhood of the present one and again share this information to onlooker bees.

(iii). Onlooker bees use the information of food sources obtained from the employed bees to select a food source. The food sources with highest amount of nectar are selected by onlooker bees. The probability of selecting food source increases with increase in its
nectar quality. Then onlooker bee performs neighbourhood search around the current food source in her memory and the process continues until the best food source is found (Global Optima).

(iv) If the food source is exhausted (not improved within the specified limit), then corresponding employed bees will abandon it, transform into scout bees and search for new food source randomly.

2. PROBLEM FORMULATION

The two main lumped parameter equivalent circuits are used in practice to describe solar cells. The first one is the single diode model and second is double diode model. Under illumination and normal operating conditions, the single diode model is suitable for solar cells. However, the single diode model is particularly inaccurate in describing cell behavior at low illuminations. The double diode model is the most popular and accurate equivalent circuit to simulate solar cell. This paper describes the parameter extraction of solar cell double diode model using ABC.

2.1 Double Diode Model

In this model, the solar cell is modeled as a single source connected in parallel with a rectifying diode. However, in practice the current source is also shunted by another diode that models the space charge recombination current and a shunt leakage resistor to account for the partial short circuit current path near the cells edges due to the semiconductor impurities and non-idealities. In addition, the solar cell metal contacts and the semiconductor material bulk resistance are represented by a resistor connected in series with the cell shunt elements. The double diode model can be formulated as follows:

$$I_L = I_{ph} - I_{D1} - I_{D2} - I_{sh}$$

where $I_L$ is cell output current and $V_L$ is cell output voltage, $I_{ph}$ indicates photogenerated current. $I_{ph}$ is current through $R_{sh}$, $I_{D1}$ and $I_{D2}$ are diode currents and can be calculated using Shockley equation as shown below:

$$I = I_{ph} - I_s1[\exp\left(\frac{q(V_L + R_s I_L)}{\eta_1 K T}\right) - 1] - I_s2[\exp\left(\frac{q(V_L + R_s I_L)}{\eta_2 K T}\right) - 1] - \frac{(V_L + R_s I_L)}{R_{sh}}$$

where $I_{s1}$ and $I_{s2}$ are diffusion and saturation currents respectively. $\eta_1$ and $\eta_2$ denote diffusion and recombination diode ideality factors. $q$ is an electronic charge ($1.6 \times 10^{-19} C$), $K$ is Boltzmann constant ($1.3806503 \times 10^{-23} J/K$) and $T$ is junction Temperature in Kelvin.

In double diode model, the seven parameters ($I_{ph}$, $I_{s1}$, $I_{s2}$, $\eta_1$, $\eta_2$, $R_s$, $R_{sh}$) are extracted from the IV data of solar cell.

2.2 Function to be minimized

The objective function is derived from double diode model current equation (2). The root mean square error (RMSE) is used as objective function to be minimized, as shown below:

$$F(X) = 1 \over N \sum_{k=1}^{N} f_k(V_L, I_L, X)^2$$

where $N$ is number of experimental data. $X$ is a decision vector which consists of parameters to be extracted. To put in a simple words, we will need to minimize difference between $I_{L_{Exp}}$ and $I_{L_{Calc}}$ on the basis of RMSE function. Every parameter is bound in a search space called as upper and lower bounds. These are shown table 1.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Lower bound</th>
<th>Upper bound</th>
</tr>
</thead>
<tbody>
<tr>
<td>$I_{ph}$</td>
<td>0.2</td>
<td>1</td>
</tr>
<tr>
<td>$I_{s1}$</td>
<td>1e-10</td>
<td>1e-05</td>
</tr>
<tr>
<td>$I_{s2}$</td>
<td>1e-10</td>
<td>1e-05</td>
</tr>
<tr>
<td>$\eta_1$</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>$\eta_2$</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>$R_s$</td>
<td>0.001</td>
<td>10</td>
</tr>
<tr>
<td>$R_{sh}$</td>
<td>1</td>
<td>1000</td>
</tr>
</tbody>
</table>

3. ABC ALGORITHM

The procedure of ABC could be described in the following steps:

3.1 Initialization

The number of colony size ($NP$) and scout bee triggering threshold ($Limit$) are key parameters of ABC. Maximum cycle number ($maxCycle$) is set for terminating criteria. The parameters to be optimized are $D$. The lower bound $LB$ and upper bound $UB$ is specified for each parameter. The food sources ($FoodNumber$) are initialized and the are $NP/2$. The Food Source Memory ($Foods$) is an augmented matrix of size $FoodNumber \times D$ comprised in each row, a vector representing food source ($Foods$ matrix) as shown below.

$Foods = \begin{bmatrix}
    x_{1}(D) & \cdots & x_{1}(D) \\
    x_{2}(1) & \cdots & x_{2}(D) \\
    \vdots & \ddots & \vdots \\
    x_{FoodNumber}(1) & \cdots & x_{FoodNumber}(D)
\end{bmatrix}$

Each vector is generated as follows

$$x_{j}(i) = LB_j(i) + \Phi(UB_j(i) - LB_j(i))$$

$\forall j \in \{1, 2, \ldots, FoodNumber\}, \forall i \in \{1, 2, \ldots, D\}$

Note that $\Phi \sim (0, 1)$ is any random number between 0 and 1.
3.2 Employed Bee Phase

In this step, each employee bee is assigned to its food source and in return, a new one is generated from its neighbouring solution, using equation
\[
x'_j(i) = x_j(i) + \Phi(x_j(i) - x_k(i))
\]
\[
\forall k \in \{1, 2, \ldots, \text{FoodNumber}\}
\]
where \(x'_{j}(i)\) is new food source generated and \(x_{j}(i)\) is a randomly chosen food source taken from the current population. The fitness of original and modified food source is estimated and the food source is replaced by new food source if its fitness is better than original one. If fitness of EB is not improved after modification, trial count will be incremented by 1.

3.3 Onlooker Bee Phase

The OB has the same number of food sources as the EB. It initially calculates the selection probability of each food source generated by the EB in the previous step. The fittest food source is selected by the OB, using Roulette Wheel selection mechanism. The process of selection at the onlooker phase works as follows:
\[
\text{Fitness}(j) = \frac{1}{1 + f(x)}
\]
\[
p_j = 0.9\left(\frac{\text{Fitness}(j)}{\max(\text{Fitness}(j))}\right) + 0.1
\]
The food source of the EB with the highest fitness is selected by the OB, based on its selection probability. Then each solution will be modified again by OB, using same steps as employed bee phase.

3.4 Scout Bee phase

If the trial count of any food source exceeds the scout bee triggering threshold Limit, then that corresponding food source is abandoned and it is replaced by new food source using equation (5).

3.5 Memorizing the best food source

This involves memorizing the fitness and position of the best food source, \(x_{best}\) found so far in Foods matrix. Above steps are repeated until a stop criterion is met. If counter is reached to maxCycle then algorithm is over.

4. MODIFIED ABC ALGORITHM

The traditional ABC algorithm suffers from the drawbacks like slow convergence, converging to local optima and inability to optimize multiple parameters simultaneously. The drawbacks arise from the fact that, in traditional ABC simultaneously two processes occur; one is replacement of food sources and another is optimization of current food sources. The two processes should be balanced well in order to converge faster and avoid local minima. Below are few modifications suggested to traditional ABC for counteracting the above mentioned problems.

4.1 Pre-filtering of food sources based on fitness:

While testing the effectiveness of the algorithm, to carry out multiple parameter optimization, we chose to provide wide search space for each parameter as shown in table(1). Random food sources generated during initialization phase proved to be deviating the algorithm from optimum startpoint. This was mainly because of small colomy size operating on huge search space. If colony size was to be increased, it would have caused algorithm to take a much longer time for convergence. A filtering algorithm was introduced to keep the colony size small but still provide effective startpoint from large search space. At the initialization phase, colony size was taken to be 20 or 25 times the actual Foodsources. The Fitness is evaluated for each colony member. The colony sources are later arranged in descending order of their fitness (food source with maximum fitness is most likely candidate for good startpoint). The top members equal to Foodsources were selected as the final food sources for initialization of algorithm. This also propelled algorithm to converge faster by filtering out sub-optimal food sources at early stages.

4.2 Dynamic ABC

Overall idea of ABC algorithm implies that global searching is performed by employed bees and local searching is implemented by onlooker bees. However, this idea is not prominent in traditional ABC algorithms, because the modifying extent of employed bees and onlooker bees is similar and relatively fixed. In order to improve the efficiency of algorithm, the authors of [10] proposed the concept of dynamic ABC. In order to make the activity of bees dynamic in different stages of the algorithm, global searching should be dominant in early cycles and local searching should be dominant in the posterior cycles. This could be more consistent with actions of real bees: Employed bees become main force in the early cycles, then more and more onlookers follow, they play the major role afterwards. Specifically, in early stages of optimization, audaciously modify more elements of food vector in employed bees phase. That makes the bees approaching better solution by a greater probability. Furthermore, onlooker bees becomes active in posterior stages, and they modify more elements of food vector. That provides more opportunities to jump out of local optimal solution. Following scheme is suggested for implementation of D-ABC algorithm [10].

1. In early stages, for employed bees phase the number of parameters to be modified (out of D parameters) of a food source under consideration \(N_{EB}\) is defined by formula below. \(N_{EB}\) reduces as current cycle (iter) increases, and \(N_{EB}\) elements are randomly picked to be modified. For onlooker bees phase, MR method (modification rate) is recommended [7]. MR is constant and its optimum value is found to be between 0.3 to 0.4 through various experiments [7].

\[
\text{If iter} \leq \frac{\text{maxCycle}}{2}
\]

—Employed bees stage:
\[
N_{EB} = (1 - \frac{\text{iter}}{\text{maxCycle}}) \times D
\]

—Onlooker bees stage:
\[
x'_j(i) = x_j(i) + 2\Phi(x_j(i) - x_k(i)) \quad \text{if} \quad \text{MR} < \Phi
\]
\[
x'_j(i) = x_j(i) \quad \text{otherwise}
\]

2. In posterior stages, for employed bees phase, MR method is reused [7] for employed bees phase. For onlooker bee phase, the number of parameters to be modified of a food source under consideration \(N_{OB}\) is defined by formula below. \(N_{OB}\) increases as current cycle (iter) increases, and \(N_{OB}\) elements are randomly picked to be modified.
If $\text{iter} > \frac{\text{maxCycle}}{2}$
— Employed bees stage:
\[ x'_f(i) = x_f(i) + 2\phi(x_f(i) - x_k(i)) \quad \text{if } \phi < MR \]
\[ x'_f(i) = x_f(i) \quad \text{otherwise} \quad (11) \]
— Onlooker bees stage:
\[ N_{OB} = \frac{\text{iter}}{\text{maxCycle}} \times D \quad (12) \]

Furthermore, D-ABC algorithm is closely related to the length D of solution vector. When D is small, there is practically little difference between modified ABC algorithm and D-ABC algorithm. And for larger D, the advantages of D-ABC algorithm are prominent on convergence rate and improving the quality of solutions[10].

4.3 Modified Employed Bee Operator

a. Authors of [9] suggested this modification at employed bee stage. Acting on every food source, the employed bee modifies its food source by using the modified operator in Equation
\[ x'_f(i) = x_f(i) + 2\phi(x_f(i) - x_k(i)) \quad (13) \]
\[ k \in \{1, 2, ..., \text{FoodNumber}\} \]
\[ \phi \text{ is multiplied by } 2 \text{ in order to increase step size of operator(wider search space). This } \phi \text{ value is within } [0, 1]. \]
b. It is useful to memorise best food source obtained in previous iteration and then utilise it during next employed bee phase. This provides locally skewed search space near best food source during employed bee phase.
\[ x'_f(i) = x_f(i) + 2\phi(x_f(i) - x_{k1}(i)) \]
\[ -2\phi(x_{best-prev-iter} - x_{k2}(i)) \quad (14) \]
\[ k \in \{1, 2, ..., \text{FoodNumber}\} \]
c. In traditional ABC algorithm, if the modified parameter evaluated at employed bee phase exceeds its upper bound then it was replaced by its upper bound value and if it falls below lower bound, then it was replaced by its lower bound value. But the ranges that we have provided are quite wide and replacing food sources by upper or lower bounds will diverge the algorithm from optimum solution. Hence, its value is replaced by random value using equation
\[ x'_f(i) = LB(i) + \phi(UB(i) - LB(i)) \quad (17) \]
for all $j \in \{1, 2, ..., \text{FoodNumber}\}$, for all $i \in \{1, 2, ..., D\}$

4.4 Modified Onlooker Bee Operator

a. Authors of [9] suggested this modification at onlooker bee stage. Acting on every food source, the onlooker bee modifies its food source by using the modified operator in Equation
\[ x'_f(i) = x_f(i) + 2\phi(x_f(i) - x_B) \quad (16) \]
\[ k \in \{1, 2, ..., \text{FoodNumber}\} \]
Where, $x_B$ is a best food source found so far. This will speed up the convergence rate of algorithm, $\phi$ is multiplied by 2 in order to increase step size of operator(wider search space). This $\phi$ value is within range [0, 1].
b. In traditional ABC algorithm, if the modified parameter evaluated at employed bee phase exceeds its upper bound then it was replaced by its upper bound value and if it falls below lower bound, then it was replaced by its lower bound value. But the ranges that we have provided are quite wide and replacing food sources by upper or lower bounds will diverge the algorithm from optimum solution. Hence, its value is replaced by random value using equation
\[ x'_f(i) = LB(i) + \phi(UB(i) - LB(i)) \quad (17) \]
for all $j \in \{1, 2, ..., \text{FoodNumber}\}$, for all $i \in \{1, 2, ..., D\}$

5. EXPERIMENTAL RESULTS AND ANALYSIS

We verified the proposed method of parameter extraction of solar cell using both synthetic and real world experimental I-V data. The entire algorithm of modified ABC was implemented in MATLAB. The effectiveness of proposed algorithm was compared with the traditional algorithm in terms of obtained I-V characteristics, RMSE value and relative error of extracted parameters.

5.1 Parameter extraction with synthetic I-V data

At first, we consider the parameter extraction of solar cell with synthetic I-V data in order to test accuracy of modified ABC algorithm against Traditional ABC algorithm. Table(2) shows default values of parameters of solar cell double diode model used to calculate synthetic I-V data.

<table>
<thead>
<tr>
<th>Name</th>
<th>$I_{ph}$</th>
<th>$I_{L}$</th>
<th>$I_{G}$</th>
<th>$n_1$</th>
<th>$n_2$</th>
<th>$R_S$</th>
<th>$R_{sh}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Synthetic data</td>
<td>0.907/2</td>
<td>2.83E-05</td>
<td>2.47E-09</td>
<td>2</td>
<td>1</td>
<td>0.03117</td>
<td>19.92</td>
</tr>
</tbody>
</table>

The convergence rate of traditional and modified ABC are compared in fig(2). It is clear that, initially traditional ABC converges faster than modified ABC. However, as the algorithm progresses, traditional ABC is seen to be difficult to converge to a global optimum solution. The modified ABC shows a much better convergence rate in posterior cycles. If the number of iterations are large enough, then modified ABC can generate better solutions than traditional ABC.

The extracted parameter values of solar cell are summarised in table(3). As can be seen the extracted values of solar cell by modified ABC method are in better synchronization with default parameters. The RMSE value of modified ABC is also very less compared to traditional ABC which corresponds to good parameter extraction. Also, it can be seen that with traditional ABC the relative errors
of all extracted parameters are much more than those obtained by modified ABC. The results clearly show that with the use of modified ABC, the errors in extracted values of solar cell parameters decrease significantly. This improves accuracy of determined parameters. This is by virtue of the memory function (ability to remember best food source so far) incorporated in modified ABC due to which the solution moves towards near optimal solution.

5.2 Parameter extraction with experimental I-V data

To further validate the efficiency of modified ABC, it is now applied to experimental I-V data of PV module containing 36 solar cells in series. The extracted parameters which show least RMSE between $I_{exp}$ and $I_{calc}$ are chosen as final values of extracted parameters. Figures (3) and (4) shows comparison between simple and modified ABC for values of $I_{exp}$ and $I_{calc}$. From the figures 3 and 4, we can say that, in both the methods, calculated current is closely following the experimental value of current. This might suggests that, both the methods are converging to accurate optimal values. However, since we do not have a comparison point between two methods, as this is an experimental data, we deduce whether one set of parameters is better than the other. The real comparison point here can only be the RMSE values between $I_{exp}$ and $I_{calc}$. Figure(5) shows RMSE curve over number of cycles. It is evident from the above plot that when run over enough number of cycles, modified ABC produces less RMSE than traditional ABC. This also indicates that, the parameters extracted by modified ABC might be closer to real world values. Traditional ABC fails to achieve similar performance as shown by modified ABC. The table(4) summarizes the final values extracted by both the methods for experimental data. The last row of the table shows least RMSE obtained by both the methods.
Table 4. Results of parameter extraction for experimental data

<table>
<thead>
<tr>
<th>Data</th>
<th>Ranges</th>
<th>Traditional ABC</th>
<th>Modified ABC</th>
</tr>
</thead>
<tbody>
<tr>
<td>I_{ph}</td>
<td>[0.2, 1]</td>
<td>0.7081</td>
<td>0.7086</td>
</tr>
<tr>
<td>I_{s1}</td>
<td>[1E-05, 1E-09]</td>
<td>2.156E-07</td>
<td>4.272E-09</td>
</tr>
<tr>
<td>I_{s2}</td>
<td>[1E-05, 1E-09]</td>
<td>1.461E-08</td>
<td>1.221E-07</td>
</tr>
<tr>
<td>n_1</td>
<td>[1, 2]</td>
<td>1.5710</td>
<td>1.9235</td>
</tr>
<tr>
<td>n_2</td>
<td>[1, 2]</td>
<td>1.2466</td>
<td>1.3886</td>
</tr>
<tr>
<td>R_s</td>
<td>[0.0001, 1]</td>
<td>0.0290</td>
<td>0.0237</td>
</tr>
<tr>
<td>R_{sh}</td>
<td>[1, 1000]</td>
<td>22.1253</td>
<td>20.1980</td>
</tr>
<tr>
<td>RMSE</td>
<td>—</td>
<td>1.427E-03</td>
<td>8.819E-04</td>
</tr>
</tbody>
</table>

6. CONCLUSION
The problem of solar cell parameters identification using modified ABC algorithm is presented in this study. The double diode model of solar cell is used to validate the performance of the proposed approach. The validity of the proposed method has been confirmed by applying it to both experimental and synthetic I-V data. It is evident from the results that modifications implemented in traditional ABC algorithm certainly bring about more accuracy and convergence rate to parameter extraction. This can be measured in terms of root mean square value (RMSE), precision with which parameters are extracted and convergence graphs provided in this paper. The modified ABC algorithm is also able to converge on global optimum values despite the search space being very wide as seen from upper and lower bound of parameters. This makes algorithm more suitable for cases where even the anticipated parameter ranges are unknown. Hence, the proposed technique is accurate, fast, and easily applicable for the parameter extraction of solar cells from I-V characteristics.
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