ABSTRACT
Multiple Classifier System (MCS) is designed by combining two or more classifiers. MCS helps in increasing the accuracy of classification compared to the performance of the individual classifier. In this paper, Multiple Classifier System is implemented for automatic speech recognition. The combined classifier takes the final decision on predicted class label using a class label fuser (also called as classifier fuser). The class label fuser uses the predicted class labels of the two classifiers i.e Hidden Markov Model (HMM) and Support Vector Machines (SVM) and also involves the Dynamic Time Warping (DTW) technique for the final decision on the predicted label. There is an improvement in the accuracy of such classifier compared to the output of any individual classifier.
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1. INTRODUCTION
One can find various classifiers helpful in the area of data mining and pattern recognition where the performance of these classifiers depends on different parameters specific to the classifiers and also the types of applications. It can be said that, there is no single classifier which is best for all types of applications. There is a need, to work out with all types of classifiers and also think of how the specific useful characteristics of individual classifiers can be utilized to solve the problem. Multiple classifier system (MCS) is one such solution working in this direction, MCS also called by different names like, Combining Classifier, Hybrid systems etc., is designed by combining the techniques/results of various classifiers into a single system. Such system can take the advantage of strong aspects of various classifiers and combine these into one system. These are mainly designed for the purpose of improvement in the classifier accuracy. There are different ways in which, classifiers can be combined to design MCS. It can be designed by combining the techniques involved in different classifier into a system called ensemble design. It can also be designed, by developing a module called fuser which combines the output labels of different classifiers [1]. Since, MCS includes more than one classifiers, the implementation is easily suited for parallel programming paradigm.

In this paper, MCS is designed for classifying the sounds in Kannada language. Hidden Markov Model and Support Vector Machine classifiers are used, both of which are trained separately with the same training dataset. While testing, each of these classifier tests the data in parallel. The final decision of classifying the data is implemented in fuser, which also combines the technique of Dynamic Time Warping (DTW).

The performance of the MCS classifier is compared with the performance of individual classifiers.

The organization of the rest of the contents of this paper is as follows. The second section briefly highlights the previous works done in the area of MCS/hybrid classifier, especially those related to applications in speech recognition. Section three gives the detail of the feature extraction techniques and also Vector Quantization techniques. In section four, the theoretical aspects of SVM, HMM, DTW classifiers and MCS system are discussed. Description about the dataset and the implementation detail is given in section five. Section six gives a detailed discussion of results based on the implementation of MCS. The last section concludes with a brief summarization and scope for future work.

2. BACKGROUND
The research in the area of MCS has seen an upward trend in the recent years. It has gained importance mainly due to the advantage of parallel programming which makes efficient use of processing unit in computer and also in increasing classification accuracy.

Early works of combining classifiers were suggested in [2] combining linear and K-nearest neighbor classifier. The approach received greater focus and was described more systematically in [3]. According to [3], combination of multiple classifier algorithms can be of two types; classifier fusion and dynamic classifier selection. Classifier fusion combines the output of individual classifiers run in parallel and dynamic classifier selection predicts the one such classifier which gives the correct output. In the later stages of research many workshops and conferences were organized and categorization of MCS in a more systematic way was considered in [4]. The design of classifier fuser depends on the type of the output generated by the classifier. The outputs can be either the target labels, ranking of each label or the probability vector. Hence, there are many possible variations in the design of fuser.

Classification fuser can be based on majority voting (also known as democracy classifier combination), weighted majority voting, naïve bayes (the predicted class is the one with highest probability) and behavior knowledge space. It’s a multinomial method which looks for possible combination of
classifiers output [4], [5]. More categories can be added to the types of combining classifiers like multi-stage organization and sequential approach. Multi-stage organization builds the classifier interactively. There are many stages and iterations where at each stage; the best classifier is selected from the previous stage [6]. MCS also includes sequential approach and parallel approach. In Sequential approach, a classifier is used first and the other ones are used only if the first doesn’t yield a decision with sufficient confidence. For the Parallel approach, all the classifiers are used for the same input example in parallel and the outputs are combined to obtain the final decision. In most of the literature, Hybrid models are created by combining the characteristics of the classifier algorithms like Artificial Neural Network (ANN), SVM, HMM and generating new algorithm called as Hybrid models [7][8][9][10][11]. Since, only two classifiers- SVM and HMM, and a distance calculation technique; DTW are used, most of the above methods cannot be applied directly. All these algorithms generate the output in different ways. SVM generates the output as a list of target labels, HMM generates the output as a list of Maximum Likelihood Probabilities and DTW techniques gives the distance measure as output. Work done in this paper, can be categorized as a combination of parallel and sequential approach [5]. HMM and SVM can be used in parallel in first level and DTW in next level only if the first level doesn’t give satisfactory result.

3. FEATURE EXTRACTION AND VECTOR QUANTIZATION

3.1 Mel Frequency Cepstral Coefficients (MFCC)

In this work, MCS is designed for automatic speech recognition. Sounds of vowels and consonants of Kannada language are recorded and stored in an audio file as dataset. The audio file is divided into number of smaller frames of size of 10ms, which is preprocessed to remove noise. The reconstructed signal after removal of noise is again divided into frames of size 30ms for feature extraction. More details of preprocessing and feature extraction can be found in [12]. The time domain audio data in each frame is denoted as x[n]. Mel Frequency Cepstral Coefficients (MFCC) technique is applied on each frame for computing the feature vector. This feature extraction technique converts the time domain signal into sequence of 12 MFCC coefficients. Following five steps are used in this technique [13][14].

1. Generate DFT coefficients X[k] for the time domain signal x[n]
2. Compute the power spectrum X[m] corresponding to the X[k]
3. Design a series of triangular filters (filter bank) spaced with mel scale
4. Filter the power spectrum with each of the triangular filters
5. Compute the DCT coefficient for the logarithm of the filter-bank energy

The sequence of 12 DCT coefficient values is considered as MFCC feature vector.

3.2 Vector Quantization (VQ) Technique

A vector quantizer maps d-dimensional feature vectors in the vector space R^d into a finite set of vectors V = \{v_i; i = 1, 2, ..., K\}. Each vector v_i is called a code vector or a codeword and the set of all the codewords is called a codebook. Since the audio file is divided into a number of smaller frames, the total number of frames that is generated depends on the length of the audio file. The number of feature vectors extracted also depends on the length of the audio file. The Vector Quantization technique is used to map the MFCC feature vectors into fixed number of MFCC feature vectors.

Generally, vector of 10 codewords is generated in VQ process. But only five codewords are used since some of the audio sounds of consonants are too short to generate 10 codewords. For each audio file, the vector codebook will be of size 5x12, indicating 5 codewords and 12 MFCC coefficients.

4. MULTIPLE CLASSIFIER SYSTEM (MCS)

MCS is developed with the combination of sequential and parallel approach involving HMM and SVM classifiers and DTW technique. The test data are tested against the individual classifier (SVM and HMM) in parallel. The outputs of each classifier are given to the module called fuser. The fuser logic combines the outputs of each classifier and computes the final predicted target label. In classifier fuser, a technique called DTW is used if found necessary. The working is shown in Figure 1. In this section, working and testing of each classifier and technique used to combine the output in fuser is explained.

![Fig 1: HMM/SVM Multiple Classifier System](image)

4.1 Support Vector Machine

Support Vector Machine is a 2-class classifier which is based on statistical learning theory. For the given set of training data, it computes a subset called ‘support vectors’ [15] [16][17]. The set of support vectors identifies the boundary between the observations from different classes. Consider a set of training observations, denoted as \((x_i, y_i)\) (i = 1, 2, ..., k), whose \(x_i = (x_{i1}, x_{i2}, ..., x_{id})^T\) corresponds to the values of the attribute set for \(i^{th}\) observation and \(y_i \in \{-1, 1\}\) denotes its class label. The decision boundary can be written in the form:

\[ w \cdot x + b = 0 \]

where, w and b are the parameters of the model. The training phase of the SVM involves estimating the parameters w and b of the decision boundary from the training data. The parameters must be chosen in such a way that the following conditions are met.

\[ w \cdot x + b \geq 1 \text{ if } y_i = 1 \]

\[ w \cdot x + b \leq -1 \text{ if } y_i = -1 \]

Another constraint to maximizing the margin, is equivalent to minimizing the following objective function.

\[ f(w) = \frac{1}{2}w^Tw \]  \hspace{1cm} (1)
Even though SVM is a two-class classifier, it can be used as multi-class classifier with slight modification. In multi-class classifier, training observation of any one class is considered against training observations of all other classes to compute the support vectors for that class. This is repeated for all the classes one by one. More detail on multi-class SVM classifier can be found in [9].

In the testing process, the test data audio file is preprocessed to divide it into number of frames. For each frame, MFCC feature is computed and then the sequence of features is converted into 5 set vector codebook using Vector Quantization technique. Each feature vector of vector codebook is tested against SVM algorithm for generating the predicted target label. The list of five predicted target labels is generated for each audio file. If only SVM (individual) classifier is used for testing, then the highest occurring target label i.e, modal label is selected as the final predicted target label.

4.2 Hidden Markov Model
A Hidden Markov Model (HMM) is a statistical model in which the system being modeled is assumed to be a Markov chain with unobserved (hidden) states. A Markov chain is a stochastic process in which the future state of the process is based solely on its present state. HMMs are used to specify a joint probability distribution over hidden state sequences \( S = \{s_1, s_2, \ldots, s_T\} \) and observed output sequences \( X = \{x_1, x_2, \ldots, x_T\} \). The logarithm of this joint distribution is given by: \([15][18]\).

\[
\log P(X, S) = \sum \log P(s_1) + \log P(x_1|s_1) + \log P(x_2|s_2) + \ldots + \log P(x_T|s_T)
\]

(2)

The distributions \( P(x_t|s_t) \) are typically modeled by multivariate Gaussian mixture models (GMMs):

\[
P(x_t|s_j) = \sum_{m=1}^{M} w_{jm} N(x_t; \mu_{jm}, \Sigma_{jm})
\]

(3)

Where, \( N(x; \mu, \Sigma) \) denotes the Gaussian distribution with mean vector \( \mu \) and covariance matrix \( \Sigma \). Here \( N \) denotes the number of mixture components per GMM. The mixture weights \( w_{jm} \) are constrained to be nonnegative and normalized: \( \sum_{m=1}^{M} w_{jm} = 1 \) for all states \( j \).

Let \( \theta \) denote the vector of model parameters including transition probabilities, mixture weights, mean vectors, and covariance matrices. The goal of parameter estimation in the training process in HMMs is to compute the optimal \( \theta^* \) given \( N \) pairs of observations (feature vectors) and target label sequences \( (X_t, Y_t) \), where \( Y_t \) is the class label. These parameters are computed during training process.

In the testing process, the test audio file is preprocessed in the same way as in SVM, to generate a 5 set vector codebook. This 5-set vector codebook is tested against the HMM model of every class to compute the maximum likelihood probability (MLP). The sequence of MLP values that is computed is same as the number of class labels for each audio file. If only HMM classifier is used for testing, then class label for which MLP is highest is retrieved and selected as the final predicted class label.

4.3 Dynamic Time Warping (DTW) Technique
This is one of the methods which compute the distance between two sequences of feature vectors of different length and this technique is also used in automatic speech recognition [19]. The distinguishing feature of this technique is that it creates an alignment between the two sequences and computes the temporal distance. Given that the two speech signals uttering same sounds may differ in length, DTW technique is useful in such situation. The distance is computed between the template frame and the input frame. The training datasets can be considered as the template frames and the test data can be considered as the input frame.

Given two feature vectors sequences \( (T_1, T_2, \ldots, T_N) \) and \( (S_1, S_2, \ldots, S_M) \), the value \( d(i, j) \) gives the local distance between the \( i^{th} \) and \( j^{th} \) feature vector. The global distance \( D(i, j) \) is computed recursively using dynamic programming and is given as: \([11][20]\).

\[
d(i, j) = \min[D(i-1, j-1), D(i-1, j), D(i, j-1)] + d(i, j)
\]

(4)

This technique is used in the classifier fuser as the second level of classifier. DTW technique is more useful when there is less number of classes.

4.4 Classifier Fuser Design
As explained in Figure 1, that final decision about the predicted target label is done in the module called Classifier Fuser or Class Label Fuser. Each of the audio data is tested against the SVM and HMM classifier with the technique explained above. Predicted target label computed from individual classifier is compared with each other. If both the classifier’s predicted target labels are matching, then that is considered as the final predicted target label. Otherwise, DTW technique is used to decide the final target label. In case of mismatch, there may be a situation where one of these is correct and another is wrong or both may be wrong. Since this is unknown while testing, we just move forward for further processing. Training data set corresponding to the output target labels of SVM and HMM are retrieved. Then, distance between the training set and the test feature set is computed using DTW technique. Finally, the one with the smallest distance is selected as the final class label.

The following algorithm illustrates the working of fuser logic step by step. The test data is already tested with HMM and SVM individually and output from these is given as input to the fuser.

Algorithm: Classifier Fuser -- To decide final target label

Input:

- \( X \) // test data of size 5X12
- \( T \) // /training set of size \( C \times K \times 5 \times 12 \)where \( C \) is the number of class labels and \( K \) is the number of audio files in each class
- \( S = \{s_1, s_2, s_3, s_4, s_5\} \) // SVM output predicted target labels for 5-set vector codebook
- \( H = \{h_1, h_2, h_3, h_4\} \) // HMM output Maximum Likelihood Probabilities

Output:

- \( Y \) // final target label

Steps:

1. \( t1=\text{mode}(S) \) // computes the highest occurring target label in \( S \)
2. \( t2=\text{index}(\max(H)) \) // Computes the index of \( H \) for which MLP is highest (index corresponds to target label)
3. \( \text{if}(t1==t2) \) // In case of HMM and SVM output labels are same, then final output is decided
   - \( y=t1 \)
4. \( \text{else} \) // If HMM and SVM output labels are different
   - \( y=t2 \)
\text{C} = \{t_1, t_2\};
\text{template}_1 = \text{retrieve the training data of class } t_1
\text{template}_2 = \text{retrieve the training data of class } t_2
\text{dist}_1 = \text{compute the distance between } \text{template}_1 \text{ and test data}
\text{dist}_2 = \text{compute the distance between } \text{template}_2 \text{ and test data}
\text{if dist}_1 < \text{dist}_2
\quad y = 1
\text{else}
\quad y = 2
\end{array}
\end{equation}

The performance of MCS is compared with that of the performance of the individual classifiers and also with the reference combination model called Oracle. The Oracle is defined as an abstract combination model, built such that if at least one of the individual classifier provides correct answer, then the MCS outputs the correct answer too [1]. Individual classifier performance sets the lower limit for MCS and the performance of the Oracle is an upper bound. The goal of the MCS is to take the classification accuracy to the level of Oracle. It should be noted that Oracle is an imaginary model which can be used for evaluating the classification accuracy of MCS, but not implemented in real time.

5. DATASET

The recorded sounds of vowels and consonants of Kannada language are considered as the dataset. Each alphabet is considered as a pattern for the classification. The group of 5 vowels and 10 consonants (includes 5 structured and 5 unstructured consonants) of Kannada language are used. The set of structured consonants in Kannada language has five groups and first one from each group is selected. Among unstructured consonants, the first five is selected for the study. The list of vowels and consonants are listed in the following table with their corresponding Unicode name. Forty patterns of each alphabet are recorded with the voice of single female Kannada speaker, creating the database containing around 600 audio clips.

<table>
<thead>
<tr>
<th>Consonants</th>
<th>Structured</th>
<th>Structured</th>
</tr>
</thead>
<tbody>
<tr>
<td>ಕ (k/)</td>
<td>ಕ (k/)</td>
<td>ಹ (h/)</td>
</tr>
<tr>
<td>ಟ (t/)</td>
<td>ಟ (t/)</td>
<td>ಡ (d/)</td>
</tr>
<tr>
<td>ಢ (d/)</td>
<td>ಢ (d/)</td>
<td>ಣ (n/)</td>
</tr>
<tr>
<td>ತ (t/)</td>
<td>ತ (t/)</td>
<td>ಥ (t/)</td>
</tr>
<tr>
<td>ತ (t/)</td>
<td>ತ (t/)</td>
<td>ಥ (t/)</td>
</tr>
</tbody>
</table>

6. RESULTS AND DISCUSSIONS

In each of the iteration, hold-out method is used where the dataset is divided randomly in the ratio of 50:50, 25:75 and 75:25. Separate evaluation is done for vowel dataset and consonants dataset. Each audio file in training dataset is converted into MFCC feature vectors and the corresponding Vector codebook is generated. MCS is designed by training the SVM and HMM algorithms using the training dataset. In the process of testing, each audio file of the dataset is first converted into MFCC feature and corresponding vector codebook is generated. This vector codebook is tested using the designed MCS system, as explained in the previous section.

In each experiment, 50 iterations are considered and the performance of SVM and HMM classifiers is observed. As separate classifiers, both SVM and HMM perform almost the same way. The following table shows the classification accuracy of individual classifiers for different vowel and consonant datasets.

Each of the table has four entries and the values given are average percentage of correct classification/misclassification over 50 iterations. It can be observed that around 20% of test data in vowel and consonant datasets are misclassified by both HMM and SVM. Around 25% of the test data are misclassified by either HMM or SVM (one of the classifier only). While building MCS advantage of this behavior is taken. The objective is that even if one of the classifier accurately classifies the data, the output should be accurate.

<table>
<thead>
<tr>
<th>Vowels</th>
<th>Training-Testing dataset Ratio</th>
<th>50-50</th>
<th>SVM True</th>
<th>HMM False</th>
<th>SVM False</th>
<th>HMM True</th>
<th>SVM True</th>
<th>HMM False</th>
<th>SVM False</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>25-75</td>
<td>SVM True</td>
<td>53.98</td>
<td>13.9</td>
<td>SVM False</td>
<td>13.14</td>
<td>18.98</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>75-25</td>
<td>SVM True</td>
<td>55.8</td>
<td>11.96</td>
<td>SVM False</td>
<td>14</td>
<td>18.24</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>50-50</td>
<td>SVM True</td>
<td>53.36</td>
<td>12.42</td>
<td>SVM False</td>
<td>13.75</td>
<td>19.47</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>25-75</td>
<td>SVM True</td>
<td>41</td>
<td>20.9</td>
<td>SVM False</td>
<td>10.25</td>
<td>27.83</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>75-25</td>
<td>SVM True</td>
<td>56.96</td>
<td>10.1</td>
<td>SVM False</td>
<td>14.32</td>
<td>18.62</td>
<td></td>
</tr>
</tbody>
</table>

The following graphs in Figure 2 and Figure 3, show the accuracy of classification along with the MCS accuracy. Both the mean and standard error of percentage accuracy over 50 iterations are shown. The following points are observed from the graph,

1. For each dataset, there is an increment in the classification accuracy for MCS compared to individual classifiers SVM and HMM (around 4-5%).
2. The accuracy of MCS has not reached the accuracy of Oracle.
3. The classification accuracy for the dataset of ratio 75:25 is higher compared to 50:50 and followed by 25:75 in all the cases.

Figure 2: The comparison of classification accuracy of individual classifiers with MCS and Oracle model for Vowels

There is marginal improvement in classification accuracy using MCS compared to the individual classifiers. Even though the improvement is small, there are two factors to be considered here. First, the data can be tested against individual classifiers using parallel computing resources. The second point is that, DTW is used only in second level if there is a disagreement in the outputs of the HMM and SVM. In DTW also, distance of the test data is computed with only two template training data. If parallel computing resources are utilized, then improvement in classification accuracy can be achieved with computational economy.

Figure 3: The comparison of classification accuracy of individual classifiers with MCS and Oracle model for Consonants

7. CONCLUSIONS
A Multiple Classifier System is designed and implemented which uses combined approach of parallel and sequential classifier. HMM and SVM classifier are in parallel individually which is cascaded with DTW, a distance computing technique. The decision logic for cascading the outputs of HMM and SVM is designed in the module named class label fuser or classifier fuser. The system is applied on the vowel and consonant datasets of Kannada language. The implementation of the system is simple and it achieves an improvement in the classification accuracy. Further improvements in the system in terms of fuser logic improvements and feature selection and mixing strategies are in progress.
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