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ABSTRACT 
With the emergence of the storage in the cloud, more and 

more people are moving their data to the cloud.  With 

increased data in the cloud, service providers of cloud face a 

challenge to ensure maximum data availability and reliability. 

Data replication is highly employed by commercial large scale 

cloud storage systems to improve data availability and 

reliability. In this paper, already existing replication 

techniques are studied and examined for various parameters 

like, availability, reliability, storage space consumption, 

storage cost, bandwidth consumptions, number of replicas, 

response time. A survey of the different replication strategies 

is accomplished consolidating the above mentioned 

parameters. The outcome of such survey will enable the users 

to determine the replication strategy best suited for their 

needs.   

General Terms 
Data Replication Strategies, Cloud Storage Systems. 

Keywords 
Cloud Computing, Data Availability, Dynamic Replication, 

Reliability 

1. INTRODUCTION 
With the rapid progress of technology and the emergence of 

the internet as a highly reliable system, the organizations have 

realized the importance of outsourcing of the activities like, 

computation, processing, etc. as a utility. The services like 

platforms, network, and storage are outsourced by the 

organizations heavily as it is perceived as a cost effective 

option rather than investing heavily on these requirements 

within. Cloud computing is a model for enabling ubiquitous, 

convenient, on-demand network access to a shared pool of 

configurable computing resources like Networks, servers, 

storage, applications and services, that can be rapidly 

provisioned and released, with minimal management effort or 

service provider interaction.[1] When a Cloud is made 

available in a pay-as-you-go manner to the general public, it is 

called as a Public Cloud. The service being sold is called as 

Utility Computing. Thus, Cloud Computing is inclusive of 

Software-As-A-Service and Utility Computing [2, 3]. For 

large organizations it provides lower the infrastructure costs, 

increased computing power and unlimited storage capacity. 

The cloud provides features like broad network access, 

resource pooling and rapid elasticity [3]. However, there are 

certain disadvantages pertaining to the safety, security and 

privacy of the data stored. They are network connection 

dependency, connecting peripherals, ownership of the data, 

Cost of the data stored, Security of the data stored. 

1.1 Emergence of Storage in Cloud 
With the rise of social media, high use of data acquisition 

devices in scientific research, news, and web based 

applications; there is a huge amount of generation of 

structured and unstructured data [16]. The availability of 

cloud storage services is becoming a popular option for 

consumers to store data that is accessible via a range of 

devices such as personal computers, tablets and mobile 

phones [5]. Smaller organizations, having large web 

applications have started to move their data to the cloud 

storage system like Drop Box, Gigaspaces, and Elephant 

Drive. Cloud storage system consolidates large numbers of 

geographically distributed computers into a single storage 

pool and provides large capacity, high performance storage 

service at low cost [5]. Distributed File Systems are a critical 

component of Cloud Storage Systems. Google File Systems 

(GFS) [12], Hadoop Distributed File System (HDFS) [13], & 

Amazon Simple Storage Service (S3) [14] are the working 

examples of distributed file systems. These file systems are 

typically used for efficient and reliable storage of large data 

sets. As the data storage is accomplished by employing a large 

number of data nodes the probability of failure of these nodes 

is quite high. This issue is augmented by unreliable 

connectivity and limited bandwidth of the network. Therefore 

improving the data availability and reliability has become a 

prominent challenge in cloud storage. 

1.2 Necessity for Replication 
To increase the data availability, reliability and to improve 

the access latency in cloud, data replication is widely used. 

Data replication is a technique in which each logical item of 

the database has several physical copies each of them located 

on different machines geographically distributed. [15].Failure 

of one data node hardly affects the system performance as 

copy of the same data is available on different locations, 

therefore improving system availability and reliability. There 

is distinct a demarcation between data back up and 

replication. The replication is done for improving the 

availability, whereas data backup is carried out for disaster 

recovery. Distributed File Systems like HDFS, GFS, Amazon 

S3, employ conventional three replication strategy where 

three copies of the data including original copy are stored on 

geographically distributed servers or nodes [6]. In such 

distributed file systems, there are different degrees of 

replication that are conserved in each single of them.  The 

replication levels for more or less commercially available 

cloud storage systems are, AmazonS3 and Dynamo maintains 

the reproduction at the detail level, Google File System (GFS) 
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maintain the return at the chunk level, Hadoop Distributed 

File System maintain at the cube level. The more are the 

number of replicas, the higher will be the system availability 

and dependability. Yet there is also a subsequent growth in 

the storage space, thus the storage cost which is a major 

drawback for the user.Data replication algorithm can be split 

into two broad categories, Static Replication and Dynamic 

Replication [7]. In static replication, the replication strategy is 

predefined also the number of replicas and the location is 

fixed, whereas, dynamic replication automatically creates 

replicas according to changing access patterns, and location of 

replicas can be changed dynamically based on capacity of 

nodes [4]. 

1.3 Issues for Replication 
Dynamic replication strategies have four significant matters 

that must be spoken.  If the wrong choice of data file is done 

for replication, then it will contribute to unnecessary use of 

memory space and therefore will increase the memory price. 

In a similar way there will be the remarkable use of space if 

too early replication of the data file is performed. Hence it is 

important to decide which data file is to be replicated and 

when it is to be replicated. The optimal number of replications 

to be made must be determined because, an increment in the 

number of replicas increases the system availability and 

reliability, but at that place is a break even point beyond 

which data availability and reliability remain constant. While 

determining on the optimal number of replicas, the 

availability and reliability requirement of the user must be 

ascertained. The price associated with storing these replicas 

must also be taken, as an increase in the number of replicas 

will attract a proportionate growth in storage cost. The 

replicas must be placed in a balanced way such that 

bandwidth consumption should be minimal; response time 

should be minimal; and nodes should not be overloaded or 

minimally loaded. The idea is to place the replicas near to the 

user so that there is an increase in the throughput of the 

system. 

2. LITERATURE REVIEW 
DA-Wei Sun, et al. [4] proposed a dynamic data replication 

strategy D2RS (Dynamic Data Replication Strategy).  The 

strategy focuses on parameters, System Availability, Number 

of Replicas & Bandwidth Consumption. The decision for the 

selection of the data file for replication is based on the theory 

of temporal locality. The probability that most recently 

accessed data file will be accessed again in the future, this is 

called as a theory of temporal locality. The analysis of the 

data pertaining to access information of the users is carried 

out.  Based on this analysis, the popularity degree and replica 

factor are calculated. The popularity degree is number of 

times the block or a file is accessed, within a given time 

period and is calculated by a time based forgetting function. 

The replica factor is calculated as ratio of popularity degree 

and the total number of bytes of data file requested. These two 

parameters are very crucial in determining the popular data 

file and also for the decision regarding the replication. When 

the popularity of a data file passes a dynamic threshold, the 

replication operation will be triggered. A mathematical 

relationship is formulated between, system availability 

requirement and the number of replicas. This relationship 

reveals the optimal number of new replicas to be created in 

the system. The number of new replicas to be created at the 

directly connected data center is calculated based on the total 

number of new replicas and the replica factor. Replicas will 

be placed based on access information on directly connected 

data centers so as meet the system execution rate and 

bandwidth consumption requirement. The D2RS (Dynamic 

Data Replication Strategy) strategy is evaluated in Cloudsim 

environment.Experimental results demonstrate that 

D2RS(Dynamic Data Replication Strategy) scheme improves 

data availability, cloud system task successful execution rate, 

response time, minimizes cloud system bandwidth 

consumption, and achieves load balance by placing popular 

data files according to access history . As the probability of 

block availability increases, higher system byte availability 

ratio is accomplished with minimal number of replications, 

yet if the block availability is lowered, then to maintain a 

higher system byte availability ratio,  number of replicas are 

needed. Also, it is seen that lower the block availability, lower 

the successful execution rate [4].Qingsong Wei et.al [6] 

proposed a dynamic replication scheme called CDRM (Cost 

Effective Dynamic Replication Management) which improves 

the availability and operation of the system by balancing 

workload in a cost efficient manner. It is implemented with 

the help of the Hadoop Distributed File System. (HDFS).  The 

key investigating parameters are Replica Number and Data 

Availability and its relationship with Replica Number. A 

mathematical model is proposed to calculate minimum replica 

number that satisfies the given availability requirement, of a 

file. If a data node fails and the current replica number is less 

than the minimum replica number (r min), a new replica will be 

created on the data node to guarantee the availability 

requirement. Initially the number of replicas is set to 1 and the 

current availability of the input file is counted on. If the single 

replica does not meet this availability then one more replica is 

added. The availability requirement is gone over again with 

two numbers of replicas and if it is not satisfied, and so the 

operation is repeated again till the user specified availability is 

seen. This system also addresses the subject of how to place 

the replicas effectively to maximize the load balancing. 

Replica placement is based on capacity (CPU power, memory, 

bandwidth etc.) and blocking probability of the nodes in 

heterogeneous environments. Blocking probability of the node 

is calculated by using the request arrival rate of the system 

and the time required to serve the request.  The name node 

maintains the information pertaining to the blocking 

probability of the entire node by using the data structure B+ 

tree. Each node calculates the information about its blocking 

probability and updates it to the name node. Established on 

the updated information, the name node decides the on which 

data nodes to place the replicas. The replicas are placed on the 

data node with the lowest blocking probability.Experimental 

results demonstrate that CDRM is cost effective and 

outperforms the default replication scheme of HDFS in terms 

of execution and load balancing. When popularity is small, 

the performance of CDRM is much better, than the default 
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replication strategy of HDFS [6].Wenhao Li et al. [9] 

proposed a cost effective incremental replication strategy 

(CIR). The CIR is used to handle the data having uncertain 

reliability requirement. The incremental replication method 

reduces storage cost simultaneously meeting the data 

reliability requirement. CIR incrementally creates replicas 

when current replicas cannot assure the reliability set by the 

user. Initially, one replica of the data is created and maximum 

limit of the number of replicas to be created is set to true. 

Whenever any new data is uploaded by the user or replica 

creation time point is reached the new replica is created in the 

system. The replica creation time point indicates that the 

current number of replicas cannot meet the reliability 

requirement specified by the user. However, this study does 

not find the optimal number of replicas nor does it address the 

placement of the new replicas. Replicas are placed on 

randomly selected data nodes. As arrangement of new replicas 

is not taken, the response time reduction and bandwidth 

consumption are not spoken. 

Experimental results indicate that CIR could save upward to 

two thirds of storage cost as compared to conventional                    

tri-replication scheme. Also CIR occupies less memory space 

when the storage duration is shorter. [9]. 

Table-1 presents an overview of how the different replication 

strategies considered, are speaking the issues like which data 

to double, when to replicate, how many numbers of 

replications to be created, where to place these replicas. 

Table 1. Issues addressed by strategies 

Issues Which 

data to 

Replicate 

When to 

Replicate 

How many 

to Replicate 

Where 

to Place  Strategies 

CDRM 
Not 

Addressed 

When 

Access 

Freq  more 
than 

Threshold 

Mathematical 

Model to 

capture the 

relation 

between 
number of 

replicas and 

Availability 

Replica 

Placed on 

data node 

with 

lowest 
blocking 

probabilit

y 

CIR 
Not 

Addressed 

When 

Replica 

Creation 
time point 

is reached 

No method 

addressed  for 

how many no 
of Replicas 

Replica 

Placemen

t not 
addressed 

D2RS 
Only 

Popular data 

Whose 

popularity 

exceeds 
the 

threshold 

Mathematical 

Model to 

capture the 

relation 

between 
number of 

replicas and 

Availability 

Replica 

placed on 

access 

informati
on of the 

data 

 

3. IMPLEMENTATION OF STRATEGIES 

IN HDFS 
Hadoop provides a distributed file system that is designed to 

store very large data sets with high reliability. It streams the 

data sets at high bandwidth to user applications. It stores the 

file system metadata on a dedicated server called as Name 

Node and application data is stored on another server called as 

DataNode. HDFS client is coded library using which the user 

application access the file systems. If an HDFS client wishes 

to read a file, it first contacts the name node for the locations 

of the data blocks and then it reads the contents of the data 

node nearest to the client. An application can specify the 

number of replicas in a file and replication factor is 

configurable for a file in HDFS.  

CDRM (Cost Effective Dynamic 

Replication) 
When a user submits a file along with the availability 

requirement to the HDFSclient, it is divided into   multiple 

blocks and stored in HDFS. Initially, only one replica of each 

block is maintained. The availability of a file is calculated 

which is based on parameters like block locations, current 

number of blocks, number of replicas, network bandwidth, 

etc. In this strategy an assumption is made that a block of a 

file is not available if a node hosting that file is not available. 

The probability of the block unavailable is given by 

probBlockNotAvailable   =                          

probBlockNotAvailable  x  nodefaliureProbability 

Where, probBlockNotAvailable depends upon number of 

replicas. As number of replica increases, the 

probBlockNotAvailable decreases. The default value of 

probBlockNotAvailable is assumed to be 1 

So, 

probBlockNotAvailable  = 1 X (nodeFaliureProbability)r 

Where,  r = Current number of replicas. 

 The file availability is calculated as  

FileAvailability = 1- FaliureProbability               (1) 

Where FaliureProbability = 

Where b varies from 0 to n and is equal to the number of 

blocks generated for a file. c varies from o to n and is equal to 

the number of combinations for a particular block not being 

available for different nodes and r is the count of replication. 

If the calculated availability is meeting the given availability 

requirement, then file is not replicated. If the requirement is 

not met, and if the replication count has not reached its 

maximum limit of three, then the replica is added to the 

system. Below is given the pseudocode for CDRM [6]. 
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Fig-1  CDRM- Cost Effective Dynamic Replication 

Strategy Psuedocode 

CIR (Cost Effective Incremental 

Replication) 
In CIR [8] the automatic replication is controlled by a 

threshold, where the threshold is a time duration after which 

the file should be checked for replication.  CIR employs a 

mechanism for continuously managing the replication of the 

files added to the cluster.  

When the ReplicaCreationThreshold   exceeds, then the 

current number of replicas is checked whether they can meet 

the user specified availability requirement or not. If not, then 

replica is added and this process continues until the maximum 

limit (maximum of 3) of replica is reached.  Unlike CDRM 

which does not check the file periodically and hence leading 

to difficulty in tracking the loss of any block of the file, CIR 

periodically monitors the availability and replica of the file 

due to which potential risk to the file can be detected easily 

and minimized.  

D2RS ( Dynamic Data Replication Scheme) 
In D2RS [4] the automatic replication of files is carried out on 

the basis of popularity. When the popularity count of the file 

exceeds the popularity Threshold limit, then file will be 

checked for replication. In this strategy initially only one 

replica is maintained until the popularity crosses the threshold 

limit because of which the storage space consumed is 

considerably less compared to the other two strategies. 

  

Fig-2 Cost Effective Incremental Replication Strategy 

Pseudocode 

 

Fig-3 Dynamic Data Replication Management Scheme 

Pseudocode 

 

 

 

 

 

1. Input: - Input file ,requiredAvailability, blockSize, 
startReplicationfactor = 1, nodeFailure Probability. 

2. While (true) 

Find out the current number 
of replicas of that file 

3.  Calculate the availability of the input file for the 
current number of replicas 

4.   If ( Calculated Availability >= 
RequiredAvaialability ) 

Then 

File is meeting user specified 
availability requirement 

Break; 

Else 

5.           If ( Replication < max_limit) 

6.           Then 

7.              New Replica = Current Replica +1 

8.   Update the replica in the file  system 

9.   Else 

10.   File has reached its maximum replication 
limit 

11.   Cannot Replicate More 

12.   Break; 

13.   End of if 

14. End of if 

15. End of While 

1. Input: - Input file, blocksize,popularityThreshold, 
startReplicationFactor, 
requiredAvailability,nodeFaliureProbability. 

2. For each file in the list 

       //Check Whether the File Exceeds Popularity                     
Threshold  

3.        If ( popularity_Count  >= popularityThreshold 

           //Check the availability of the File 

4.                Get files replication count 

                   If (Calculate availability >=     
Required Availability) 

5.                           File is meeting 
availabilityRequirement 

6.                    Else 

7.                           If (Replication < max_limit ) 

8.                                Replica = Replica +1 

9.                                Update replicationtime 

10.                           Else 

11.                                File has reached is max_ limit 

12.                                Cannot replicate more 

13.                           End If 

14.                    End If 

15.        Else 

16.               popularity_count = popularity_count+1 

17.        End of If 

18. End for 

1. Input :-  Input file ,ReplicaCreationThreshold 

NodeFaliureProbability, Blocksize, 
RequiredAvalability, StartReplicationFactor 

 

2. For each time window ‘T’  

3.        Check all the files on the specified path. 

Add all the files crossing             
ReplicaCreationThreshold limit in the list. 

4.        For  each file in the list 

5.                Get files replication count 

6.                Calculate its availability 

                If ( Calculate availability >= 
 Required Availability) 

7.                     File is meeting availability Requirement 

8.                 Else 

9.                        If (Replication < max_limit ) 

10.                            Replica = Replica +1 

11.                            Update replicationtime 

12.                        Else 

13.                            File has reached is max_ limit 

14.                            Cannot replicate more 

15.                       End If 

16.                  End If 

17.       End For 

18. End For 
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4. EVALUATIONAND 

COMPARISION 
The test platform for the evaluation was built on a cluster of 

one name node and two slave nodes of commodity computer. 

Each node has an Intel Pentium IV CPU of 2.8 GHz, 1 GB or 

2 GB memory, 80GB or 160 GB SATA disk. The operating 

system is UBUNTU 14.4. Hadoop version is 16.0.For the 

evaluation the datasets of different sizes were used. Each file 

is stored in fixed size (1 kB) storage unit called block. Blocks 

of the same data file are scattered along different storage unit 

called block. At the very beginning the number of replica of 

each data file is one. For placement of replicas the default 

HDFS block placement policy is used. In this section the 

following parameters are analyzed for the three replication 

strategies. 

A. Availability 

From the equation (1) the availability for the files is calculated 

by all the three strategies. Initially the number of replica is set 

to one. The node failure probability is set to 0.2 and the 

required availability is set to 0.992. After evaluation it was 

found out that, 

-For replica number = 1, the file availability comes out around 

0.8 for all the three strategies. 

-For replica number = 2, the file availability comes out around 

0.96. 

- For replica number = 3, the file availability comes out 

around 0.992. 

Table 2. Availability comparison of three strategies for a 

100 MB file with maximum replication of 3 

Condition CDRM CIR D2RS 

Initial 0.992 0.8 0.8 

After 10 

seconds 
0.992 0.96 0.8 

After 10 

seconds 
0.992 0.992 0.8 

After 

Popularity 

Threshold 1 

0.992 0.992 0.96 

After 

Popularity 

Threshold 2 

0.992 0.992 0.992 

0

0.2

0.4

0.6

0.8

1

1.2

Initial After 10

sec

After 20

sec

After

PT-1

After

PT-2

CDRM

CIR

D2RS

 

From the above graph it is observed that for CDRM since 

three replicas are created at the onset, the availability 

consistently remains constant at 0.992.But CIR incrementally 

creates replicas only after meeting replicaCreationThreshold. 

The default value is set to 10 seconds. Initially for one replica 

the availability value is set to 0.8.If the file is 10 seconds older 

then second replica is added and availability increases to 0.96. 

Again after 10 seconds the availability finally reaches to 0.992 

when the maximum limit of 3 replicas is reached.In case of 

D2RS, the availability remains constant 0.8 until the 

popularityThreshold is not exceeded. popularityThreshold is 

defined as number of times the file is accessed by the user. As 

soon as the popularityThreshold 1 is reached, the second 

replica is added leading to availability of 0.96. As 

popularityThreshold 2 is reached the third replica is added, 

and availability of 0.992 is met.From the graph it is found 

that, CDRM is meeting the users specified availability 

requirement is less time, as compared to that taken by CIR 

and D2RS, therefore CDRM is better in terms of availability 

as compared to CIR and D2RS.  

B. Storage Space 

Table 3. Storage comparison of three strategies for a 100 

MB file with maximum replication of 3 

Condition CDRM CIR D2RS 

Initial 300 100 100 

After 10 

seconds 

300 200 100 

After 10 

seconds 

300 
300 100 

After 

Popularity 

Threshold 1 

300 

300 200 

After 

Popularity 

Threshold 2 

300 

300 300 
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200

250

300

350

Initial After 10

sec

After 20

sec

After

PT-1

After

PT-2

CDRM

CIR

D2RS

 

In the above graph a file of 100 MB size is considered and it 

is observed that CDRM initially consumes 300 MB storage 

space as it creates three replicas of the file. In case of CIR 

after replicaCreationThreshold is met and the number of 

replicas are created then the storage space used sequentially 

increases after every 10 seconds. For D2RS only 100 MB is 

utilized as only one replica is created. Until the 

popularityThreshold is met no replica is created and only 100 

MB is utilized, therefore it is using the storage space more 

effectively as compared with CDRM and CIR 

Table 4. Bandwidth Comparison of Three Strategies for a 

100 MB file with maximum replication of 3 

Condition 
CDRM CIR D2RS 

Initial 300 100 100 

After 10 

seconds 
0 100 0 

After 10 

seconds 
0 100 0 

After 

Popularity 

Threshold 1 

0 0 100 

After 

Popularity 

Threshold 2 

0 0 100 

0

0.2

0.4

0.6

0.8

1

1.2

Initial After

10 sec

After

20 sec

After

PT-1

After

PT-2

CDRM

CIR

D2RS

. 

In the above graph a file of 100 MB size is considered and it 

is observed that CDRM initially consumes 300 MB bandwidth 

and as it creates three replicas of the file. In case of CIR after 

replicaCreationThreshold is met and the number of replicas 

are created. But as only one replica is created after every 10 

seconds then therefore bandwidth consumption is restricted to 

100 MB. For D2RS only 100 MB is utilized as only one 

replica is created. Until the popularityThreshold is met no 

replica is created and only 100 MB is utilized, therefore CIR 

and D2RS use bandwidth more effectively as compared with 

CDRM. 

5. CONCLUSIONS & FUTURE 

WORK 
In this paper, three dynamic replication techniques are 

surveyed and compared for parameters like availability, 

storage space, and bandwidth consumption. These replication 

strategies were implemented in HDFS and experimental 

results demonstrate that CDRM meets the user specified 

availability requirement much faster than CIR and D2RS. The 

D2RS replication strategy, consciously utilizes the storage 

space by creating the replicas of only popular file, however 

CDRM creates the replicas of all the files and hence  having a 

higher storage space consumption.It is expected that such a 

comparison may give an insight into the gains and drawbacks 

of these strategies. The observed drawbacks can be 

investigated and an improvement can be proposed in the 

performanceMost of the data used in real time is updatable 

therefore; the consistency of the replica stored is an important 

parameter which is not addressed by any of the above 

strategies. This parameter could be an important research area 

in future. It is also observed that very few strategies are 

considering the failure rate of the storage units in cloud.                                   

Detailed experimentation is needed to evaluate the effect of 

the disk failure on the availability and reliability of the data 

stored in cloud. Most of the replication strategies are 

compared with the default three replica strategies. Further 

work can be carried out in the area of reducing the user 

waiting time, speeding up data access, and increasing the data 

availability. 
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