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ABSTRACT 

Face recognition is an interesting issue in pattern recognition. 

In this paper, we propose a method for face recognition using 

3D depth information. The goal is to get minimum features 

and produce a good recognition rates. We extract 3D clouds 

points from 3d vrml face Database, then the nose tip for each 

sample is detected and considered as new origin of the 

coordinate system, Gaussian Hermite Moments are applied to 

characterize each individual and Back propagation neural 

network is applied for the recognition task. Experimental 

results shows that Gaussian Hermite moments with global 

depth information perform significantly better than another 

method based on local depth information, in this study we 

consider the case of using ratios of distances and angles 

between manually selected facial fiducial points.  

General Terms 

3D Face recognition, Moments, Neural network. 
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1. INTRODUCTION 
Among the many biometric identication modalities, face 

recognition is high in the list of subject preference because of 

its non-intrusive nature. However, from the operator’s point of 

view, face recognition faces some significant challenges like 

the variety in expression, age, pose, illumination, and 

occlusion. Many researches have been dealing with this 

subject and have been trying to find an optimal method with 

good face recognition rate. In the Vendor Test 2006 the 

performance of different commercial face recognition 

methods are compared [1]. The face recognition methods are 

divided in three categories based on the type of data they use. 

The first category is 2D methods. These methods have a good 

performance under controlled conditions. Methods that use 

3D information are in the second category. The third category 

consists in combining both 2D and 3D facial data. A survey of 

these methods is given in[2][3]. 

Recently, with the rapid development of 3D acquisition 

equipment, 3D capture is becoming easier, faster and immune 

to illumination variation. For 3D face recognition approaches, 

we can distinguish: global, performing face matching based 

on the whole face, but it is computationally expensive. And 

local, that partitions the face surface into regions and extracts 

appropriate descriptors for each of them. 

3D face recognition usually explores depth information and 

surface features to characterize an individual [4][5][6].  

Some other approaches reporte about the relevance of 

individual regions based on geometric properties of local 

facial landmarks/fiducial points, and Euclidean distances, 

ratios of distances, or angles between them have been 

developed. For example in[7] Fifty-three non-independent 

features representation have been extracted from twelve 

anchor points. These multiple features are recognized from 

the local depth information of distance and angle calculation. 

In [8] Gupta et al. identify the 20 most discriminatory 

anthropometric Euclidean and geodesic distance features 

extracted from the existing literature on anthropometric facial 

proportions.  

Orthogonal moments have been used as powerful tools in 

pattern recognition and image processing applications.[9][10]. 

Gaussian-Hermite moments was used to obtain geometric 

invariant, which provide rich representation due to their 

mathematical orthogonality and effectiveness in 

characterizing local details of the signal[11]. Xu et al. 

proposed Gaussian Hermite moments as local descriptors 

combined with a global mesh [12]. 

In this paper, global features based on Gaussian-Hermite 

Moments are extracted to represent facial data. Experimental 

results are compared with a local method based on the 

calculation of distances and angles got from fiducial point 

identified around the nose and eyes regions.  

The remainder of this paper is organized as follows. Section 2 

describes the process of feature extraction vectors. Gaussian 

Hermite Moments are described in Section 3. Sections 4 and 5 

report the recognition process and experimental results 

respectively. Finally, Section 6 summarizes this paper. 

2. FACIAL FEATURES EXTRACTION 
Habitually, nose is always assumed as the nearest point to the 

camera, and therefore the highest value in z-axis. Although it 

can largely reduce the complexity of an algorithm, this 

assumption does not always hold (like some examples in Fig 

1). To handle with that, we propose to limit the search of the 

nose tip in the 2/3 part of the model. 

             Fig 1: the nose tip research area 

After the detection of the nose tip point, we consider the 

obtained point as new origin of our coordinate system. We 

consider the global geometric features as follows: 
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V = {Z(p1),Z(p2 ),…,Z(pn )}. where Z(pi ) is the Z-coordinate 

of the point pi in the mesh  model. Then we reduce the 

dimension of the extracted vector using the average value for 

each 50 points. 

 

Fig 2: some samples of Z- coordinate vector in the original 

and in the new coordinate system   

3. GAUSSIAN–HERMITE MOMENTS 
As mentioned in the introduction section, moments and 

functions of moments have been widely used in domains of 

image analysis. Examples of moment-based feature 

descriptors include Cartesian geometrical moments, rotational 

moments, orthogonal moments, and complex moments. 

Among all kinds of moments, the geometric one is firstly 

introduced and has been used due to its explicit geometric 

meaning.  

 

 

The direct description of moment invariants was first 

introduced by Hu. The major weakness of the Hu’s theory is 

that it does not provide for a possibility of any generalization 

[13]. 

Orthogonal Moments like Legendre and Zernike were used to 

represent the image. These orthogonal moments and their 

inverse transforms have been used in the field of pattern 

representation, image analysis, and image reconstruction with 

some success. The difficulty in the use of moments is their 

high computational complexity, especially when a higher 

order of moments is used[14]. 

Gaussianl-Hermite Moments(GHM) were introduced by J. 

Shen[15] [16] 

Given the Gaussian smoothing function g(x,σ):  

g(x,σ)=(2π σ2)-1/2 exp(-x2 / 2 σ2) 

The nth order smoothed Gaussian Hermite Moments of a 

signal S(x) is defined as: 

GHMn(x,S( x))= 



 dttxStHtg n )()/(),(   

With Hn(t) is a scaled Hermite polynomial function of order 

n.defined as:   Hn(t/σ)= (-1)n exp(t2)
n

n

dt

td )exp( 2
  

The GHM0 and GHM1 can be calculated in the discret domain 

as follows: 

GHM0(x,S( x))= g(x,σ)*S(x)= 
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where * denotes the convolution operator. 

The GHMn can be recursively calculated  for n≥2 as follows 

[11]: 

GHMn(x,S(x))=2(n-1)GHMn-2(x,S(x))+ 2σGHMn-1(x,S(x)) 

GHM have many excellent performances, especially 

insensitive to noise. The parameter σ and the order of G-H 

Moments can be determined by experiments. Here we use 

GHM0, GHM1 and GHM2 to analyze the shape variation and σ 

= 0.2. 

4. THE RECOGNITION PROCESS 
As mentioned in the previous section, we investigate GHM to 

get features to be used in the classification task. These 

features are then used as input of the classifier. We adopt back 

propagation neural network to do so. It is a multi-layer feed 

forward, supervised learning network based on gradient 

descent learning rule. we train the network to perform  its  

ability to respond correctly to the input patterns that are used 

for training and its ability to provide good response to the 

input that are similar from the testing DB.  
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Fig3: The architecture of the proposed solution 

5. EXPERIMENTAL RESULTS 

5.1 Using GHM 
The experiments were conducted and evaluated based on a set 

of 10 individuals from FRAV3D DB[17]. Data were acquired 

with a Minolta VIVID 700 scanner, which provides with not 

only texture information (2D image), but also a face model in 

range data format (2.5D image) and a VRML file (3D image). 

A total of 16 captures per person were taken in every session, 

with different poses and lighting conditions.  

Label Type of image 

01 - 04 Frontal 

05 - 06 Right turn 25º (respect to Y axis) 

07 - 08 Left turn 5º (respect to Y axis) 

09 Severe right turn (respect to Z axis) 

10 Soft left turn (respect to Z axis) 

11 Smiling face 

12 Open mouth 

13 Looking upwards (turn respect to X axis) 

14 Looking downwards (turn respect to X axis) 

15 - 16 Frontal view with lighting changes 

 

Table1: description of the acquisition order 

Fig 3: some example of 2d images and vrml files. Some 

samples from FRAV3D Database 

Six samples (1,2,6,12,13,14) were used for training and the 

rest for test. 

We train our neural network with the following setting: 100 

inputs per pattern, 75 hidden neurons, 10 outputs neurons, and 
the error is set to 0.0001 for stopping condition. 

Comparison between n=0, n=1 and n=2 and without GHM. 

Results: 

FRAV 

3D 

Using only 

z-coordinate 

GHM 0 GHM 1 GHM 2 

80 

Samples 

95% 95% Not 

interesting  

93% 

160 

Samples 

46% 89%  Not 

interesting 

84% 

Table2: the rate of recognition  

5.2 Using Distances and angles between 

anthropometric facial points 
Craniofacial anthropometry is a technique used in physical 

anthropology for creating parametric models of human 

faces[18]. Over the years numerous anthropometric facial 

proportions have been proposed, and researchers have 

collected, recorded and analyzed their values on various 

human populations[19]. In this study, anthropometric facial 

points are used from Texas 3D Data base [20]. We choose 

seven fiducial points which are invariant to isometric 

deformations and benefit from the symmetry of the face. 

 

Fig4: Fiducial point location:  P1:Left Outer Eye; P2: Left 

Inner Eye; P3: Head base point; P4: Upper nose point; P5: 

Nose Tip; P6: Right Nose Base; P7: Left Nose Base; 

Neural network classifier 

3D vrml face DB 

Extract 3D cloud points 

Detect the nose tip point and consider it 

as new origin of the coordinate system 

Consider the global geometric feature       

V=(z1, z2,…..zn) 

Reduce the dimension of V vector using 

average values and then applied Gaussian 

Hermite Moments(GHM) 

Recognized face 

http://en.wikipedia.org/wiki/Physical_anthropology
http://en.wikipedia.org/wiki/Physical_anthropology


Special Issue of International Journal of Computer Applications (0975 – 8887) 

on Software Engineering, Databases and Expert Systems – SEDEXS, September 2012 

4 

These fiducial points are manually located on the facial 

samples from the Texas 3D Face Recognition Database[20]. 

For the feature extractor vector, we extract ratio of distances 

and angles from selected fiducial point as illustrated in Fig 4. 

Features are extracted from those points as illustrated bellow. 

These features are then fed into BPNN for classification task.  

X1= ang(P3,P4,P5);  

X2= ang(P2,P4,P5); 

X3= ang(P7,P4,P5); 

X4= ang(P6,P5,P7); 

X5=dist(P2,P5)/dist(P4,P5); 

X6=dist(P6,P7)/dist(P4,P5); 

X7=dist(P1,P4)/ dist(P4,P5); 

X8=dist(P2,P4)/dist(P7,P5); 

The experiments were conducted and evaluated based on 

several conditions from 10 sets of faces from 3D Texas DB, 

each person of the chosen persons have 23 different 

conditions: neutral, facial expression and illumination. Ten 

images were used for training and the rest for testing. The rate 

of recognition attends 82% for a data base composed by 230 

samples.  

We remark that results of the first method are more accurate 

than those of the second even if samples in the Frav3D DB 

incur more variations than those in Texas DB. We can deduce 

also that method using global information gives better results 

than local ones.   

6. CONCLUSION 
We present in this paper a 3D face recognition solution. 3D 

cloud points are first extracted from each sample in the DB 

and 1D feature vectors based on depth information are 

considered then Gaussian-Hermite Moments (GHM) are 

applied. The result features were used as input vectors of the 

Back Propagation neural network for the classification task. 

We compare the obtained results to results obtained when 

investigating the use of features composed of angle and 

distance measurement of manually selected 3D 

anthropometric facial fiducial points. Experiments show that 

results obtained when applying GHM are more effective. 
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