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ABSTRACT  
An adhoc mobile network is a  collection of  mobile nodes that 
are dynamically located in a manner that interconnections 
between nodes are capable of changing on continual basis .  In 
order to provide communication within   network  different  
power aware routing protocols to discover routes between nodes .  
The main goal of such routing protocols is to establish a route 

between a pair of nodes so that messages can be delivered in a 

proper manner .  
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1. INTRODUCTION 

Ad hoc networks have limited power capabilities mainly owing to 
the nature of the   Infrastructure  they use. Power required by each 
mobile host can be classified into two categories Namely 
Communication-related power, Non-communication-related 
power. 

The communication related power can have two parts: First, 

processing power; Second, transceiver power. Transceiver power 
Each mobile host spends some processing power to execute 
network algorithms and run applications. Transceiver power 
refers to the power used by the radio transceiver to communicate 
with the other mobile hosts. In mobile wireless communication, 
each protocol layer is closely dependent on the other layers. For 
example, if a routing protocol requires frequent updates of routing 
information, it is difficult to implement sleep mode at the data 

link layer. How the various layers deals with power are described 
as: 

Three Layers are involved in communications  

A) Physical layer 

Transmission power should be at a minimum level to maintain 
links. It should allow to adapt to changes in transmission 
environment. Excessive transmission power can cause 
interference to other hosts. 

b) Data Link Layer 

Energy conservation can be achieved by using effective 
retransmission request schemes and sleep mode operation. It is 
important to appropriately determine when and at what power 
level a mobile host should attempt retransmission. Node‟s 
transceiver should be powered off when not in use. 

c) Network Layer 

In wireless network it is important that the routing algorithm 
select the best path from the View point of power constraints as 

part of route stability. Routing  algorithm that can evenly 

distribute packet-relaying loads to each nodes to prevent nodes 
from being overused. 

2. LOW POWER ROUTING PROTOCOLS 

Reference [9] proposes a routing algorithm based on minimizing 
the amount of power (or energy per bit) required to get a packet 
from source to destination The main focus of research on routing 

protocols in MANETs has been network performance. There has 
been some study on power aware routing protocols for MANETs. 
Presented below is a brief review of some of them. 

3. BATTERY-COST-AWARE ROUTING 

The main disadvantage of the problem formulation of the 
previous approach (1) is that it always selects the least-power cost 
routes. As a result, nodes along these routes tend to “die” soon 
because of the battery energy exhaustion. This is doubly harmful 

since the nodes that die early are precisely the ones that are 
needed most to maintain the network connectivity (and hence 
useful service life).Therefore, it is better to use a higher power 
cost route if it avoids using nodes that have a small amount of 
remaining battery energy. This observation has given rise to a 
number of “battery cost-aware routing” algorithms as described 
next. 

1. Minimum battery cost routing algorithm that minimizes the 

total cost of the route. It minimizes the summation of inverse of 
remaining battery capacity for all nodes on the routing path . 

2. Min-Max battery cost routing algorithm is a modification of 
minimum battery cost routing. This metric always tries to avoid 
the route with nodes having the least battery capacity among all 
nodes in all possible routes. Thereby, it results in fair use of the 
battery of each node  

3. Conditional Max-Min battery capacity routing algorithm 
proposed in . This algorithm chooses the route with minimal total 
transmission power if all nodes in the route have remaining 

battery capacities higher than a threshold; otherwise routes 
including nodes with the lowest remaining battery capacities are 
avoided. Several experiments have been done in to compare 
different battery cost-aware routing in terms of the network 
lifetime. The result showed that the first node in “Shortest Path 
routing” metric died sooner than all the battery -cost-aware 
routing but most of the other nodes had longer expiration time. In 
that result Minimum battery cost routing showed better 

performance than Min-Max routing in terms of expiration time of 
all nodes. Conditional Max-Min routing showed different 

behavior that depended on the value of chosen threshold. 

4. POWER AWARE ROUTING 

PROTOCOLS 
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The objective of Power-aware Source Routing (PSR)[30,34] is to 
extend the useful service life of a MANET. This is highly 
desirable in the network since death of certain nodes leads to a 
possibility of network partitions, rendering other live nodes 

unreachable. 

1) PAMAS 
 PAMAS(power aware multi access) protocol for adhoc network 
modifies the MACA [1,5,32] protocol by providing separate 
channels for control(RTS/CTS) and data packets. A mode with 
data packets to transmit sends an RTS(request to send) and await 
the CTS(clear to send) from the receiver. If it receives CTS then it 
send the data packet over the data channel otherwise it enters a 
handoff(or sleep) state .The receiver node sends a „busy tone‟ 
over the control channel to let other nodes know the data channel 

is busy hence these nodes may turn off their wireless interfaces. 
Use of a separate control channel Nodes have to be able to receive 
on the control channel while they are transmitting on the data 
channel And also transmit on data and control channels 
simultaneously and solve the hidden terminal problem[38] A node 
(such as C) should be able to determine when probe responses 
from multiple senders collide .To avoid the probing, a node 
should switch off the interface for data channel, but not for the 

control channel (which carries RTS/CTS packets). Each sleeping 
node always knows how long to sleep by watching the control 
channel .This may not be useful when hardware is shared for the 
control and data channels .It may not be possible turn off much 
hardware due to the sharing. Several enhancements are possible to 
the basic PAMAS protocol we have described. The benefits 
includes that each sleeping node always knows how long to sleep 
by watching the control channel and the drawback includes 

 Use of a separate control channel 

 Nodes have to be able to receive on the control channel 
while they are transmitting on the data channel And 

also transmit on data and control channels 
simultaneously. 

 A node (such as C) should be able to determine when 
probe responses from multiple senders collide. 

Pamas has the following characteristics:.It has a very good power 
conserving behaviour the ideas of power awareness that we have 
developed can be used to make other multi access protocols 
power conserving as well. 

 

As indicated in the figure, a node may be in any one of six states - 
Idle, Await CTS, BEB (Binary Exponential Back off), Await 
Packet, Receive Packet, and Transmit Packet. When a node is not 

transmitting or receiving a packet, or does not have any packets to 
transmit, or does have packets to transmit but cannot transmit 

(because a neighbor is receiving a transmission) it is in the Idle 
state. When it gets a packet to transmit, it transmits a RTS and 
enters the Await CTS state. If the awaited CTS does not arrive, 
the node goes into binary exponential back off (the BEB state in 
the figure). If a CTS does arrive, it begins transmitting the packet 

and enters the Transmit Packet state. The intended receiver, upon 
transmitting the CTS, enters the Await Packet state. If the packet 
does not begin arriving within one round trip time (plus 
processing time), it returns to the Idle state. If the packet does 
begin arriving, it transmits a busy tone over the signalling channel 
and enters the Receive Packet state. Let us now look at the 
functioning of the protocol in some more detail 1 .When a node in 
the Idle state receives a RTS, it responds with a CTS if no 

neighbor is in the Transmit Packet state or in the Await CTS state. 
It is easy for a node to determine if any neighbor is in the 
Transmit Packet state (by sensing the data channel). However, it 
is not always possible for a node to know if a neighbor is in the 
Await CTS state (the transmission of the RTS by that neighbor 
may have collided with another transmission over the control 
channel). In our protocol, if the node heard noise over the control 
channel within T 2 of the arrival of the RTS, it 

does not respond with a CTS. If, however, it does not hear a 
packet transmission begin within the next T, it assumes that none 
of its neighbors is in the Await CTS state anymore. Now consider 

a node that is in the Idle state and has a packet to transmit. It 
transmits an RTS and enters the Await CTS state. If, however, a 
neighbor is receiving a packet that neighbor responds with a busy 
tone (twice as long as a RTS/CTS) that will collide with the 
reception of the CTS. This will force the node to enter the BEB 
state and not transmit a packet. If no neighbor transmits a busy 
tone and the CTS arrives correctly, transmission begins and the 
node enters the Transmit Packet state. Say a node that transmitted 

a RTS does not receive a CTS message. It enters the BEB state 
and waits to retransmit a RTS. If, however, some other neighbor 
transmits a RTS to this node, it leaves the BEB state, transmits a 
CTS (if no neighbor is transmitting a packet or is in the Await 
CTS state) and enters the Await Packet state (i.e., it waits for a 
packet to arrive). When the packet begins arriving, it enters the 
Receive Packet state. If it does not hear the packet in the expected 
time (i.e., round trip time to the transmitter plus some small 

processing delay at the receiver), it goes back to the Idle state. 
When a node begins receiving a packet, it enters the Receive 
Packet state and immediately transmits a busy tone (whose length 
is greater than twice the length of a CTS). If the node hears a RTS 
transmission (directed to some other node) or noise over the 
control channel at any time during the period that it is receiving a 
packet, it transmits a busy tone. This ensures that the neighbor 
transmitting the RTS will not receive the expected CTS. Thus, the 
neighbors transmission (which would have interfered with the 
node receiving a packet) is blocked. 

2) PMAW 

Power and Mobility-Aware Wireless protocol      (PMAW), is a 
substantial extension of Power Aware Multi-Access protocol with 
Signaling for Ad Hoc Networks (PAMAS). the shortcomings of 
PAMAS as lacks an acknowledgement mechanism and has, 
therefore, no ability to recover from data collisions. Second, 

PAMAS assumes a static ad-hoc network and will quickly run 
into data collisions when mobile nodes are introduced. PAMAS 
has no ability to predict when problems may occur and therefore 
is unable to avoid them. To address the shortcomings of PAMAS 
and to provide a substantial extension in functionality a new 
MAC protocol that we term Power and Mobility-Aware Wireless 
protocol for Mobile Ad Hoc Networks (PMAW) arises, In 
PMAW control signals are placed into slots in a control frame. 
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Each type of control message is always placed within the same 
slot in the control frame .the control frame is split into four slots: 
the first slot is used for RTS. the second slot for CTS, the third 
slot is used for BUSY,TPRI (transmit priority),RPRI (receive 
priority), TDEL (transmit delay).and RDEL (receive delay) 

signals, and the fourth slot for HB (heart-beat) and ACK signals. 
The control frame is assumed to be the same length as the data 
frame, which holds one packet. Since a message is generally more 
than one packet long, many control frames will be sent during the 
course of a message transmission .In PMAW  receiving node 
sends an ACK signal to the transmitter for each packet received. 
The receiving node also monitors the signal strength of the data 
transmission.When a low signal strength is detected the receiver 

goes into a receive wait state until it either receives another 
packet, in which case it returns to the receive state, or a 
reasonable amount of time passes, in which case it moves into the 
idle state. While in the receive wait state. the receiving node 
sends an HB signal each control frame. If a transmitting node 
does not receive an ACK signal from the receiver, it will go into a 
transmit wait state.While in the transmit wait state the transmitter 
will listen for HB signals from the receiver. If the signal strength 

of the HB signal is acceptably strong, the transmitter will return to 
the transmit state and begin transmitting with the last 
unacknowledged packet. If the signal strength does not return to 
normal within a reasonable length of time, the transmitter will 
remove the portion of the message that was successfully sent from 
its message queue and return to the idle state where it will wait 
for the length of time contained in the RDEL signal, thereafter it 
will go back to the idle state. A receiving node that hears an RTS 

intended for it with a priority higher than its own data 
transmission will send a CTS back to the sender of the RTS and at 
the same time send a TDEL signal to the transmitting node of its 
data transmission. The TDEL signal contains the length of time 
the transmitter should delay to allow the higher priority message 
to complete. A transmitter that hears a TDEL signal intended for 
it will move into a transmit delay state for the length of time 
contained in the TDEL signal. thereafter it will return to the idle 
state. As compare to PAMAS in PMAW High priority levels for 

messages get preferences over low priority messages.and it has 
high data throughput and low energy consumption in a truly 
mobile environment. 

3) PARO 

PARO, which represents a new approach to dynamic power 
controlled routing that helps to minimize the transmission power 
needed to forward packets between devices in wireless ad hoc 

networks. Using PARO, one or more intermediate nodes called 
redirectors" elects to forward packets on behalf of source-
destination pairs thus reducing the aggregate transmission power 
consumed by wireless devices .PARO is based on the principle 
that adding additional forwarding (i.e., redirectors) nodes between 
source-destination pairs significantly reduces the transmission 
power necessary to deliver packets in wireless ad hoc networks. 
We propose that intermediate redirector nodes forward packets 

between source-destination pairs even if the source and 
destination are located within direct transmission range of each 
other. PARO uses redirector nodes to shorten the length of 
individual hops, thereby reducing the overall power consumption. 
This approach is in direct contrast to MANET routing protocols 
(e.g., AODV, DSR and TORA) [3], which attempt to minimize 
the number of hops between source-destination pairs. The 
algorithm converges to the optimal number of redirector nodes in 

a sequence of iterations. In the first iteration, the source node 
directly sends the data packet to the destination without involving 
any redirector nodes. Any node on overhearing this packet 
transmission computes whether its forwarding can reduce the end-

to-end transmission power in comparison to the original data 
exchange. If this is feasible, the intermediate node elects itself as 
the redirector and sends a route-redirect message to the source 
and destination informing them of a more power-efficient route 
for their communication. It consumed less power in order to find 

power efficient routes and Adding or removing redirector reduce 
the overall transmission power in the network in a simple and 
scalable manners . In [13], they present four variations of route 
selection algorithms to accomplish one or all of these goals. There 
are Minimum total transmission power routing (MTPR), 
Minimum battery cost routing (MBCR), Min-Max battery cost 
routing (MMBCR), and their proposed Conditional Max-Min 
battery capacity routing (CMMBCR) 

PARO has 3 core algorithms: overhearing algorithm, redirection 
algorithm, and route-maintenance algorithm for mobility. 

The overhearing algorithm handles packets that are received by 
the MAC successfully. When a node overhears a packet from its 
neighbor, it creates an entry in the “overhear table” or refreshes 

the entry if the entry for the neighbor already exists. The entry 
includes the minimum transmission power necessary to 
communicate with the neighbor based on the signal strength of 
the received packet and the power level at which the packet was 
sent. The information of the latter is included inside the packet by 
the sender. 

The redirection algorithm performs the route optimization, 

which leads to discovering paths that require less transmission 
power to forward a packet. Using the overhearing algorithm, if a 
node finds a path that consumes less transmission energy, the 
node becomes a redirector and transmits a redirect message to the 
sender.  

The route maintenance algorithm is designed for a network 

where nodes are mobile. PARO relies on data packets to maintain 
route information. In PARO, source nodes transmit. Route 
maintenance packets to destination nodes whenever there is no 
data packet to send for a fixed time interval named route timeout. 
When nodes receive or overhear these packets, they update 
routing information to maintain fresh routes. 

Minimum Total Transmission Power Routing [5] mechanism 

makes use of simple energy metric which represents the total 
energy consumed in transmitting over the hop.  

In MTPR, the remaining battery capacity of each host is a more 
accurate metric to describe the lifetime of each host[4]. 

In MMBCR[35], to make sure that no node will be overused ,the 
objective function of the previous algorithm is modified i.e. 

instead of summing the battery cost function of all nodes of the 
individual routes, select the battery cost which is maximum 
among all nodes of route. For each route, select battery cost 
function which having maximum value among all nodes in the 
route. 

    

4.  CONCLUSION 
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In this paper we explained about various power aware routing 
protocols related to ad hoc networks and how performance 

affected  by the use of different protocols . 

5. REFERENCES 

[1] P. Karn, MACA - A new channel access method for packet 
radio. ARRLICRRL Amateur Radio 9th Computer 
networking Conference, 1990, 134-140. 

[2] S. Singh and C. S. Raghavendra. PAMAS – Power Aware 
Multi-Access protocol with signalling for ad-hoc networks, 

ACM Computer Communications  Review, 28. (1998). 5-26. 

[3] IETF Mobile Ad-Hoc Network Working Group (MANET), 
http://www.ietf.org/html.charters/manet-charter.html 

[4] Chane L. Fullmer and J.J. Garcia-Luna-Aceves,"Solutions to 
Hidden Terminal Problems in WirelessNetworks", 
Proceedings ACM SIGCOMM'97, Cannes, France, Sept. 14-
18, 1997. 

[5] P. Karn,"MACA - a New Channel Access Method for Packet 

Radio", in ARRL/CRRL Amateur Radio 9tt,~Computer 
Networking Conference, pp. 134-140, 1990. 

[6] Toh C-K, ” Associativity Based routing for Ad Hoc Mobile 
Networks”, Wireless Personal Comm. Journal, special issue 
on Mobile Networking and Computing systems,Vol.4,No 
2,Mar 1997. 

[7] Toh, C.K, Hiroshi Cobb and David A. Scott,” Performance 
Evaluation of Battery Life Aware Routing schemes for Ad 

Hoc Networks”, Mobile Multimedia and High Speed 
Laboratory. 

[8] Kravets, R., & Krishnan, P., Application driven power 
management for mobile communication, Proceedings of the 
Fourth Annual ACM/IEEE International Conference on 
Mobile Computing and Networking (MobiCom), Dallas TX 
US, pp.263.-277,2000.  

[9] C. E. Perkins, “Ad Hoc Networking,” Addison Wesley, 

2001. 

[10] C. Perkins and P. Bhagwat, “Highly Dynamic Destination-
Sequenced Distance-Vector Routing (DSDV) for Mobile 
Computers,” Proc. of ACM SIGCOMM Conference on 
Communications Architectures, Protocols and Applications, 
pp.234-244 Oct. 1994.  

[11] Murthy and J.J. Garcia-Luna-Aceves, “An Efficient Routing 
Protocol for Wireless Networks,” ACM Mobile Networks 
and Applications Journal, Special issue on Routing in 

Mobile Communication Networks, vol. 1, no. 2, pp. 
183197,1996.  

[12] ,D. B. Johnson, D. A. Maltz, Yih-Chun Hu and Jorjeta G. 
Jetcheva, “The Dynamic Source Routing for Mobile Ad Hoc 
Wireless Networks,” 12.http://www.ietf.org/internet-
drafts/draft-ietf-manetdsr-09.txt, IETF 

[13] Internet draft, Nov. 2001. C. E. Perkins, E. M. Belding-
Royer, and S. Das, “Ad Hoc On Demand Distance Vector 

(AODV) Routing,” IETF Internet draft, draft-ietf-
manetaodv-12.txt, Nov. 2002, Work in Progress  

[14] V.D.Park and S. Corson, “Temporally-Ordered Routing 
Algorithm (TORA) Version 1 Functional Specification,” 
IETF Internet draft, draft-ietfmanet-tora-spec-01.txt, 
Aug.1998, Work in progress.  

[15] Kush, P. Gupta, R. Kumar; Performance Comparison of 
Wireless Routing Protocols; Journal of CSI, Vol. 35 No.2, 
April-June 2005‟ 

[16] . Nasipuri, R. Castaneda, and S. R. Das, Performance of 
Multi path Routing for On-Demand Protocols in Mobile Ad 

Hoc Networks, ACM/Baltzer Journal of Mobile Networks 
and Applications(MONET).‟ 

[17] .C. E. Perkins and E. M. Royer, Ad-Hoc On Demand 
Distance Vector Routing, Proceedings of the 2nd IEEE 
Workshop on Mobile Computing Systems and Applications 
(WMCSA), New Orleans, LA,February 1999, pp. 90-100. 

[18] .J. Raju and J. J. Garcia-Luna-Aceves, A New Approach to 
On-demand Loop-Free Multi path 

[19] Routing, Proceedings of the 8th Annual IEEE International 
Conference on Computer 

[20] Communications and Networks (ICCCN), Boston, MA, 
October 1999, pp. 522-527. 

[21] 21. Corson S. and Macker J., RFC 2501: Mobile Ad Hoc 
NETworking (MANET): routing protocol performance 
issues and evaluation considerations, Internet draft, draft-
ietf-manet-issues-01.txt.  

[22] S. Ramanathan and M. Steenstrup, A survey of routing 
techniques for mobile communication networks, Mobile 
Networks and Applications, 1996, p89-p104.  

[23] C. E. Perkins and P. Bhagwat. Highly dynamic Destination-
Sequenced Distance-Vector Routing (DSDV) for mobile 
computers, ACM Computer Communication Review, Vol. 
24, No.4, (ACM SIGCOMM‟94) Oct. 1994, pp.234-244.  

[24] D. Johnson, D. A. Maltz, Dynamic source routing in ad hoc 

wireless networks, in Mobile Computing (T. Imielinski and 
H. Korth, eds.), Kluwer Acad. Publ., 1996.  

[25] . Z. J. Haas. The Zone Routing Protocol (ZRP) for ad hoc 
networks, Internet Draft, Nov. 1997. 

[26] .C.E. Perkins and E.M. Royer. Ad hoc on demand Distance 
Vector routing, mobile computing systems and applications, 
1999. Proceedings. WMCSA ‟99. Second IEEE Workshop 
on, 1999, p90 - p100. SIGCOMM Symposium on 
Communications Architectures and Protocols, Philadelphia, 

PA,September 1990, pp. 166-176. 

[27] .J. Moy, Link-State Routing, In Routing in Communications 
Networks, edited by M.E. Steenstrup,Prentice Hall, 1995, pp. 
135-157. 

[28] V. D. Park and M. S. Corson, A Highly Adaptive Distributed 
Routing Algorithm for Mobile Wireless Networks, 
Proceedings of the IEEE International Conference on 
Computer Communications (INFOCOM), Kobe, Japan, 

April 1997, pp. 1405-1413. 

[29] N. Shacham, E. J. Craighill, and A. A. Poggio, Speech 
Transport in Packet-Radio Networks with Mobile Nodes, 
IEEE Journal on Selected Areas in Communications, vol. 
SAC-1, no. 6, December1983, pp. 1084- 1097. 

[30] A. Nasipuri and S. R. Das, On-Demand Multi path Routing 
for Mobile Ad Hoc Networks, 

[31] Proceedings of the 8th Annual IEEE International 

Conference on Computer Communications and Networks 
(ICCCN), Boston, MA, October 1999, pp. 64-70. 



National Workshop-Cum-Conference on Recent Trends in Mathematics and Computing (RTMC) 2011 

Proceedings published in International Journal of Computer Applications® (IJCA) 

7 

[32] Suresh Singh, Mike Woo, C. S. Raghavendra, Power Aware 
Routing in Mobile ad hoc networks,Proceedings of ACM 
Mobicom 98, Dallas, October, 1998. 

[33] S.Lindsay, K.Sivalingam and C. S. Raghvendra, Power 
aware routing and MAC protocols for .wireless and mobile 
networks, in Wiley handbook . 

 


