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ABSTRACT 

The insufficiency of labeled training data for representing the 

distribution of the entire dataset is a major obstacle in 

automatic semantic annotation of large-scale video database. 

Semi-supervised learning algorithms, which attempt to learn 

from both labeled and unlabeled data, are promising to solve 

this problem. In this paper ,retrieving videos using key words 

requires obtaining the semantic features of the videos. Most 

work reported in the literature focuses on annotating a video 

shot with a fixed number of key words, no matter how much 

information is contained in the video shot. 
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1. INTRODUCTION 
Image annotation is an active field of research that serves as a 

precursor to video annotation in numerous ways. Video 

features are often inspired and sometimes directly borrowed 

from image techniques and many methods for image indexing 

are also easily applied to video. Here we survey some of the 

most relevant static image annotation literature including 

modern trends in the field and adaptations of techniques for 

static image annotation to video. In the following literature the 

covered topics include emerging and state of the art feature 

extraction techniques specifically designed for video. We 

review image features, indexing techniques, and scalable 

designs that are particularly useful for working with web-scale 

video collections 

2. BACKGROUND  
There are three types of image annotation approaches 

available: manual, automatic and semi automatic. Following 

table describes difference we can go for semi automatic as per 

the review. In annotation we can go for multimodality 

. Table 1 Annotation Techniques 

Annotation 

techniques  

Manual  Semi 

Automatic  

Automatic  

Initial 

Human 

Interaction 

Enter 

some 

descriptive 

keyword 

Provide 

initial 

query at the 

beginning 

No 

interaction  

Machine 

task 

Provide 

storage for 

annotation 

to be 

saved such 

as disk 

space or 

database  

Parse 

Human’s 

query and 

extract 

semantic 

information 

to perform 

annotation 

Detect labels 

semantic 

keywords 

automatically 

using 

recognition 

technology 

 

3. MULTIMODAL 
Utilizing the available multimodality in video mediums, such 

as audio and sometimes enclosed text, has received relatively 

a good attention [2], In spite of that the multimodal features 

analysis usually increases certainty of video annotation, In this 

it was preferred to analyze input video’s visual features only 

to keep focusing on wide domain. This was also to 

accommodate some domains where video clips lacks audio 

and enclosed text, or they are not so correlated with the visual 

features such as wild hunts and surveillance [3]. 

Multimodality. Different types of modality i.e Textual 

Modality , Visual Modality, Auditory Modality .Further also 

discussed Content based video indexing compromises of 

High-level indexing: Index on the basis of high level features 

e.g. action, time, and space. The main advantages of high-

level indexing are that it can give more accurate semantic 

correct result. In high-level indexing, the high-level and low-

level features are map to reduce the semantic gap.  Low-level 

indexing: Index on the basis of low-level features e.g. colour, 

shape, and texture. Here no semantics is attached. Video can 

be retrieved by simple pattern matching and similarity 

measuring techniques. The main advantages of low-level 

indexing are that it is automatic and fast as compared to high-

level indexing.  

And Domain specific indexing: These technique uses high-

level structure of video to constraints the low-level features 

extraction and processing. Also the  Indexing Techniques of 

three types Segment-Based Video Indexing, Object-Based 

Video Indexing, Event-Based Video Indexing are discussed. 

And focused on some issues that need to be considered.  

a. Need for generalized multimodal video indexing 

techniques  

b. Multimedia data (video) does not have a single 

unique semantic, so how do we highlight the 

semantic that will be further used for content based 

multimedia indexing.  

c. The main challenge or complexity in video indexing 

and searching is that video data is multimodal. 

There is a need of a system that can decide that 

which modality is combined or used in order for 

maximum effectiveness and accurate searching.  

d. Need of the framework for indexing that select the 

most appropriate mode for indexing or using the 

different modality combination[10]. 

4. SEMANTIC VIDEO ANNOTATION 

SYSTEM  
a prototype of a video annotation system, called Semantic 

Video Annotation System (SVAS)  in which a three-level 

annotation architecture and a semantic video search language 

called Semantic Query Description Language for Video 

(SQDL-V) is used. SQDL-V engine based on SVAS is able to 
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return more accurate search results in comparison to the 

formal video search method.[4].  

4.1 Video semantic annotation using graph 

diffusion technique  

A novel and efficient approach for scalable to large data sets 

where only a couple of minutes improving large scale video 

semantic annotation using graph diffusion technique. The 

main concentration in this paper was on. Firstly, it allowed the 

online update of semantic context for addressing the problem 

of domain shift .Second , it was 

 required to complete approach implemented over hundreds of 

concepts for thousands of video shots[6]. 

4.2 Automatic video annotation method  
The former was done using  consensus foreground object 

template (CFOT) for moving object detection, and the later 

was achieved by the integration of heterogeneous features 

from different domains. In this work, the focus is on the 

challenging task of Web video annotation, in which most 

existing Web videos were captured under uncontrolled 

environments, with insufficient quality or limited tag 

information available[5]. 

The System has collected a complex, uncontrolled, and 

challenging Web video dataset from YouTube for the 

experiments carried out. The video data were captured by 

moving or shaky cameras and the moving object of interest 

were present in cluttered background. Significant scale and 

viewpoint variations of the objects were observed, and the 

resolution of a large portion of videos in dataset was low. The 

system considered six different moving object categories: 

Airplane, Ambulance, Car, Fire Engine, Helicopter, and 

Motorbike. Each object category had 25 to 30 video 

sequences, and each sequence has one moving foreground 

object present in it. Randomly select 10 from each class for 

training, and the remaining for testing  

 

 

5. USES OF VIDEO ANNOTATIONS 
1. Broadcasters generally annotate material that will be 

used later for either immediate “highlights” purposes, 

or for archiving 

2. “Production Logging” in which producers will mark 

up an event live, to note shots to be edited into 

highlights packages and “Posterity Logging” in which 

librarians make detailed annotation of video tape for 

long term reuse, where depth and historical context is 

also noted. 

6. OBJECTIVE 
 The enhanced annotations resulting can be used directly 

in improving existing text-based search engines. 

 Automated video annotation must explicitly address the 

issue of scalability, both in terms of the quantity of video 

and the expansiveness of the annotation vocabulary.  

 3.Research in video search and mining techniques is 

progressing rapidly yet most works are limited by small 

vocabularies and dataset sizes we can develop a prototype 

system to enhance web scale video search with automated 

Video annotation .Testing the model on a portion of 

YouTube can demonstrates the scalability and efficacy of 

our approach that will be used. 

6.1 GAPS 
It is well-known that analyzing and reasoning about video 

data are not easy due to  

 the difficulty of approaching and simulating human 

being’s perception by computers, and 

 the lack of semantically meaningful annotations and 

technologies in understanding complex audio/visual 

data This is often referred to as the “semantic gap” in 

the multimedia retrieval community which limits the 

retrieval effectiveness. 

7. CONCLUSION 
In this paper, we have recalled some problems related with 

different techniques. retrieval. The state of the art of existing 

approaches in each major issue has been described with the 

focus on the following tasks: video structure analysis 

including shot boundary detection, key frame extraction and 

scene segmentation, extraction of features of static key 

frames, objects and motions, video data mining, video 

classification and annotation, video search including interface, 

similarity measure and relevance feedback, and video 

summarization and  browsing.In this paper uses,gaps and 

objectives of video annotation is been given. 
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