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ABSTRACT
The research in the area of gesture recognition is closely related to the social life, as faces are the accessible windows which govern our emotional and social lives and expressions of the face is basic mode of non verbal communication among people. Actually the primary goal of gestures is to identify human gestures and deploy them to convey information through machine. There is huge need of gesture due to its wide application like developing aids for the hearing impaired, enabled very young children to interest with computers, designing techniques for forensic identification, medically monitoring patients emotional states or stress levels, lie detection, communicating in video conferencing etc. Face is key element of human body, emotions on face or facial expressions are very basic thing when human communicate with each other people or when they thinks. It is challenge to computer researcher to recognize the human gesture for general life applications. Most approaches for automatic facial gesture analysis in face image sequences attempt to recognize a set of prototypic emotional facial expressions i.e. happiness, sadness, fear, surprise, anger, disgust.
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1. INTRODUCTION
We ask that authors follow some simple guidelines. In essence, we ask you to make your paper look exactly like this document. The easiest way to do this is simply to download the template, and replace the content with your own material. Gestures plays very important role in communication between humans and machines. In the present day framework of interactive, intelligent computing, an efficient human computer interaction is assuming utmost importance in our daily lives. Gesture recognition can be termed as an approach in this direction. A Gesture is structure of non-verbal communication for visible parts of body actions which corresponding the particular messages either in place of speech. Gestures allows to humans to communicate a variety of feelings and thoughts from contempt and aggression to approval and affection. Gesture is a movement or position of the hand, arm, body, head or face that is expressive of an idea, opinion; emotion etc. gestures reflect not only emotions, but other mental activities, social interaction and physiological signals. A gesture may be perceived by the environment as a compression technique for the information to be transmitted elsewhere and subsequently reconstructed the by receiver [1].

As the technology increases day by day the gesture recognition research has tremendously increased. The primary goal of gesture recognition research is to create system which can particularly identify human gestures and use them to convey the information or for to use the device control. In gesture recognition technology, a camera reads the movements of the human body and communicates the data to a computer that uses the gestures as input to control devices or applications. Gesture recognition has wide application domains such as device controls in game playing, to easily interface with computers for the children. Directional indication through pointing, recognizing the sign language, lie detection, communicating in video conferencing, in future gesture surgeons use as a system that recognizes hand gestures as commands to control a robotic scrub burse or tell a computer to display medical images of the patient during the operation. Now a day’s gesture recognition is become a very important biometric tool which works like a face, eyes, iris. Fingerprint etc...

1.1 Types of Gestures

Gestures can be static (e.g. certain pose or configuration) or dynamic (e.g. prestrike, stroke, and poststroke. Some gestures also have both static and dynamic elements, as in sign languages. Mainly the gestures are divided into three parts:

a) Hand Gesture b) Face Gesture & c) Body Gesture.

Hand Gesture: hand gestures having two types I) Single Hand Gesture (e.g. ok & beautiful sign) ii) Two Hand Gesture (e.g. Praying). Hand gesture use in recognition of hand poses, sign language. Able to children for interact with computer games etc.

Body Gesture: It is the only part where the whole part is conveying the message. It is a form of mental and physical ability of human nonverbal communication [2]. E.g. standing, sitting kneeling Anticipation, Interest Apprehension, Face Gesture: human face having different organs with their unique specification like shaking of head, direction of eye gaze, opening mouth style, flare the nostrils, poses of surprise, happiness, disgust, fear, anger, sadness, contempt etc.

1.2 Need of Gesture Recognition

Gesture is a very important biometric tool in a day to day’s research. In the virtual environment the goal is to provide natural, efficient, powerful, and flexible interaction. Gestures can meet these requirements because human gestures are natural and flexible. Devices which sense body position and a orientation, direction of gaze, speech and sound, facial expression, galvanic skin response, and other aspects of human behavior in state can be used mediate communication between the human and the environment. Combinations of communications modalities and sensing devices can produce a wide range of unimodal and multimodal interface techniques. Gesture can also in virtual environments such as smart rooms, virtual work environments, and performance spaces. In addition gesture may be perceived by the environment in order to be transmitted elsewhere. The mostly gestures used by deaf and dump people they communicate to others by the hand gestures mostly. Gestures are also used in speech also.
co speech gestures are considered as an important factor for development, e.g. A child usually points out at objects before it tries to complete the words, whereas adults understand better through gestures along with speech. The human body position, configuration (angles and rotations) and movement need to be sensed. This can be done with by using sensing devices attached to the user those may be magnetic field trackers, instrumented gloves and body suits or by using cameras and computer vision technique[1]. Each sensing technology varies along several dimensions, including accuracy, resolution, and latency, range of motion, user comfort, and cost. Glove based gestures and 2-D and 3-D gestures are become important research in the recognition field. Glove based recognition in hand gesture is more used by control the devices, interacting with game playing for the children. Also the tracking the devices can detect fast and subtle movements of the fingers when the user’s hand is moving a vision-based system will at best get a general sense of the type of the finger motion. For the paralytic persona gestures are also in use for moving cursor on the computer by moving eyes.

In this paper we provide a survey from last 10 year on gesture recognition with particular emphasis on facial expressions.

2. FACIAL GESTURE

Facial expression goes well back into the nineteenth century. Darwin demonstrated already in 1872 the University Facial Expressions and their continuity in Man and Animals and claimed among other things, that there are specific inborn emotions, which originated in serviceable associated habits. The expression of the face is a basic mode of nonverbal communication among the people. Mainly facial gestures are divided into seven parts:

a) Anger b) Sadness c) Fear d) Surprise e) Disgust f) Happiness

Faces are much more than keys to individual identity, they play a major role in communication and interaction that makes machine understanding, perception and modeling of human expression an important problem in computer vision. Humans can adopt a facial expression to read as voluntary action. However because expressions are closely tied to emotion, they are more often involuntary. The face is something that can communicate without even using the mouth to speak. Someone who does not enjoy a certain type of food usually will make a face. Personally attractiveness, age, and gender can also be seen from someone’s face. Gestures helps coordinate conversation and have considerably more effect on whether a listener feels liked or disliked than the speakers, spoken words. The face displays a complex range of information about identity, age, as well as emotional and attentional information. Facial expression provide information about i) affective state, including both emotions such as fear, anger, enjoyment, sadness, and more enduring moods such as euphoria, dysphoria or irritability, ii) truthfulness, including the leakage of concealed emotions, and clues as to when the information provided in words about plans or actions is false. iii) Psychopathology, including not only diagnostic information relevant to depression, mania, schizophrenia and less severe disorders but also information relevant to monitoring response to treatment. The aim of face recognition is to identify or verify one or more persons from still images or video images of a scene using a stored database of faces.

3. GESTURE RECOGNITION TECHNIQUES

Gesture recognition is an ideal example of multidisciplinary research. There are various techniques for gesture recognition based on the approaches ranging from statistical modeling, computer vision and pattern recognition, image processing etc [3]. Computer vision and pattern recognition techniques [4] involving feature extraction, object detection, clustering, and classification have been successfully used for various gesture recognition system. Image processing [5] techniques such as analysis and detection of shape, texture, color, motion, optical flow, image enhancement etc. also shows the effective results.

There are two major approaches to automated face recognition:

a) Holistic methods: These methods identify a face using the whole face image as input. The main thing in this method is how to address the extremely small problems.
b) Local methods: These methods use the local facial features for recognition. Care should be taken when deciding how to incorporate global configurationally information into local face model.

3.1 Holistic Methods

3.1.1 Principal Component Analyses (PCA) approach

Principal Component Analysis is one of the successful techniques used to the original data with lower dimensional feature vectors [6]. This procedure transforms a number of correlated variables into a number of uncorrelated variables called principle components. It is based on the statistical representation of the face space it finds the principal components (Karhunen–Loève expansion) of the facial image distribution or, the eigenvectors of the covariance matrix of the set of face images. The main advantage of PCA is to find the patterns in the data and reducing the number of dimensions without loss of information. Earlier Researchers have worked on color image and depth match using PCA.

PCA had also worked on color image and depth match [7] the cooperation of depth information resulted in the improvement of performance of recognition upto 5% [8]. 2Dimensional PCA (2DPCA) had given good result than PCA which evaluated with help of covariance matrix for determined corresponding eigenvector [9]. The Direct correlation used as benchmark then result of PCA was not better than direct correlation [10].

3.1.2 Neural Networks approach

An artificial neural network is a system based on the operation of biological neural networks. There are several advantages of neural network such as neural network can perform tasks that a linear program cannot and when an element of the neural network fails, it can continue without any problem by their parallel nature. Neural networks have been applied in many pattern recognition problems like optical character recognition and object recognition. There are many image-based face detection algorithms using neural networks, the most successful system was introduced by Rowley et al. [11].

Neural network was used for frontal as well as side view faces by using Constrained Generative Model technique [12]. Neural network had also worked on color images in complex background [13, 14]. And the back propagation neural technique had also used for face matching technique.
3.1.3 Linear Discriminant Analysis

Linear Discriminant Analysis (LDA) is a supervised learning technique because it needs class information for each image in the training process. LDA finds an efficient way to represent the face vector space by exploiting the class information [6]. The basic idea of LDA is grouping of similar classes of data where as PCA works directly on data.

LDA was used with wavelet transform approach [15] which has given better results than other previous methods in manner of complexity and face recognition rate. LDA+PCA combination stated that this combination approach of PCA and LDA leads to better classification performance than single PCA or LDA approach [16]. Double Discriminant Analysis (DDA) result was superior than D-LDA, F-LDA and also found that it was more superior than and effective in extracting the most discriminant individual class specific feature for developing an effective face recognition system.

3.1.4 Independent Component Analysis (ICA)

ICA is a method to transform the observed multidimensional vector into its components which are maintained statically as independent as possible. ICA minimizes both second order and higher order dependencies in the input data and attempt to find the basis along which the data are statistically independent. There are two architecture of ICA for face recognition task. Architecture I – statistically independent basis image. Architecture II – factorial code representation. To obtain completely independent components, which constitute complete faces.

By using ICA data driven signal processing technique had developed specifically for the engineering purpose for blind source separately and it proved that it had been used in the field of biomedicine, telecommunication, and machine vision [17]. Fast ICA (F-ICA) was a good result (95%) [18] than any linear subspace technique.

3.2 Local Methods

3.2.1 Hidden Markov Model (HMM)

HMM is a Markov chain with finite number of unobservable states. These states have a probability distribution associated with the set of observation vectors. HMM are as set of statistical models used to characterize the statistical properties of a signal. HMM consist i) an underlying unobservable markov chain with a finite number of states, a state transition probability distribution and ii) a set of probability density functions associated with each state. HMM is a very famous and robust model in all the classification techniques. HMM based unsupervised temporal segmentation for hand gesture and speech prosody and multistream HMM to determine an spotting model [19]. Gestures spotting algorithm that was accurate and efficient for robustly recognize gestures, even when without any aiding devices in front of complex background [20]. The lightning conditions for Correlation and Mahalanobis distance had accurately recognized the gestures in still images as well as in video sequences [21]. Its classification performed using thresholding method in which correlation and wavelet based classifier technique given a good result [22].

3.2.2 Facial Action Coding System (FACS)

It was developed by Paul Ekman & Friesen and had been considered as a foundation for describing facial expressions. FACS provides linguistic rules describing all possible, visually detectable facial changes in terms of 44 action units.

The primary goal was to create a reliable means for skilled human scores to determine the category or categories in which to fit each facial behavior.

3.2.3 Contour Approaches

Facial features such as nose, eyes, lips, eyebrows are often extracted using active contour models. The main strength of contour’s is that here whole part data (e.g. face) is not require only the contours are counted.

4. CONCLUSION

The gesture recognition is a promising area in the day to days research. It is important in the field of biometrics tools, Crime Investigation, government Departments and especially in the crowded area. Basically lot of research has to be done but And still more work remains to be completed for automatic face gesture.

Since few decades researchers are working on several facial gesture recognition techniques, but basically and most frequently PCA technique has been used by the researchers, whether for specialization or we can say comparison. LDA, ICA, CMM, convolution filter, Mahalanobis Distance etc. techniques also used by many authors. There are several online, offline databases are available like FERET, OUL, Iranian database, Indian Database, UMIST etc.
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