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ABSTRACT 

Grid computing is a recent advancement technology that 

enables resource sharing and dynamic allocation of 

computational resources, thus getting higher access to 

distributed data, promoting operational elasticity and 

collaboration. So, efficient resource management is one of the 

fundamental requirements in grid computing. Resource 

management is required in an environment where resources 

are quite limited and need to be utilised properly. Due to the 

complex and dynamic properties of grid environments, 

existing traditional model-based methods may result in poor 

scheduling performance. To overcome of such problem, we 

need to develop improved algorithm that reduces the 

computation time. This paper proposed PSO algorithm 

specifically focused on improving computational grid 

performance in terms of equal load balance for all jobs and 

total computation time, which enhance grid throughput, 

utilization, response time and more economic profits. 
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1. INTRODUCTION 
The computational grid has provided a reliable infrastructure 

that helps researchers solving massive applications over 

geographically distributed nodes by sharing heterogeneous 

resources such as super computers, work stations, networks, 

software and even simple desktop workstation [1].  

Resource sharing is the essence character of grid. There are a 

wide range of heterogeneous and geographically distributed 

resources in grid. For example, there are single processor, 

multiprocessors, shared memory machine, distributed memory 

machines, workstations, etc., and they are with different 

capabilities and configurations, and are managed in multiple 

administrative domains with different policies. In practical, 

the resource management and scheduling in such a complex 

environment are confronted with a great challenge [2][3]. Job 

scheduling is a decision process by which application 

components are assigned to available resources to optimize 

various performance metrics. The main goal of scheduling is 

to maximize the resource deployment and minimize 

processing time of the all jobs. Various research works has 

been done on job scheduling problem in grid, and different 

algorithms have their advantages and disadvantages but still 

further analysis and research needs to be done to improve the 

performance of scheduling algorithm in computational grid. 

This proposed work mainly focuses on a PSO-based grid 

resource scheduling algorithm. The rest of the work is 

organized as follows: Section-2 gives a detailed literature 

review and the grid resource scheduling process and Section -

3 describes the Simulation tools and environment Section-4 

Proposed algorithm Section-5 Simulation results and 

discussion and in Section-6 concludes the whole work. 

2. RELATED WORK 
Particle Swarm Optimization (PSO) is a population based 

search algorithm inspired by bird flocking and fish schooling 

originally designed and introduced by Kennedy and Eberhart 

[4] in 1995. In contrast to evolutionary computation 

paradigms such as genetic algorithm, a swarm is similar to a 

population, mean while a particle is similar to an individual. 

The particles fly through a multidimensional search space in 

which the position of each particle is adjusted according to its 

own experience and the experience of its neighbors. PSO 

system groups local search methods (through self experience) 

with global search methods (through neighboring experience), 

attempting to balance exploration and exploitation [5]. In 

1997 the binary version of this algorithm was presented by 

Kennedy and Eberhart [6] for discrete optimization problems. 

A combined optimization algorithm using PSO and SA was 

proposed for the task scheduling problem [7]. A particle 

consists of m segments and every segment has n distinct job 

numbers, representing the processing orders of n jobs on m 

nodes or machines. Thus, we have m machines and n jobs, 

which alter the continuous optimization problem to a discrete 

optimization problem. The real best possible values are 

rounded to the adjacent integers. In this algorithm, the PSO 

results are given to the SA algorithm to avoid being trapped in 

a local minimum. 

The discrete PSO algorithm was proposed for task scheduling 

in grid systems. The scheduler aims to simultaneously 

minimize makespan and flow time [8,11,12]. This algorithm 

uses a matrix in which each column represents a job’s 

resource allocations and each row represents jobs allocated to 

a resource. This inspired us to illustrate our proposed method 

with a 2D matrix. 

3. SIMULATION TOOL AND  

      ENVIRONMENT   
Even though there are various tools available for simulating 

resource scheduling algorithms in Grid computing 

environments such as Bricks, OptorSim, SimGrid, GangSim, 

Arena, Alea, and GridSim, The simulation was carried out 

using the Optorsim simulator [9]. 
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3.1 Architecture 
OptorSim is designed to fulfill the above requirements, with 

an architecture (Figure 1) based on that of the EDG data 

management components. In this model, computing and 

storage resources are denoted by Computing Elements (CEs) 

and Storage Elements (SEs) correspondingly, which are 

organized in Grid Sites. CEs run all jobs by processing data 

files, which are stored in the SEs. A Resource Broker (RB) 

controls the scheduling of jobs to Grid Sites. Each site handles 

its file content with a Replica Manager (RM), within which a 

Replica Optimizer (RO) contains the replication algorithm 

which drives automatic creation and deletion of replicas [10]. 

 

 
Figure-1: OptorSim Architecture [10]. 

 

3.2 Metrics 

 
3.2.1 Mean Job Time  
This is defined as the average time required executing a job 

starting from the time it is scheduled to the Computing 

Element until it complete processing all of the required files. 

It is fetched by accumulating the time taken by each job and 

divided by the number of jobs, as shown in the following 

formula: 

𝑀𝐽𝐸𝑇 =
 𝑇𝐷𝑒𝑝𝑎𝑟𝑡𝑢𝑟𝑒 𝑇𝐴𝑟𝑟𝑖𝑣𝑒

𝑛
 

Where,  

TArrive : start time of job execution, 

TDeparture: completion time of job execution and 

n: total number of processed jobs in the simulation. 

 
3.2.2 Number of Replications 
The replication promotes high data availability, low 

bandwidth utilization, increased fault tolerance, and enhanced 

scalability. In grid environment, replication is one of the key 

factors affecting performance of Data Grids. With this, it is 

suggested that well-defined replication strategies will smooth 

data access, and reduce job execution cost. However, 

replication is bounded by two factors: the size of storage 

available at different sites within the Data Grid and the 

bandwidth between these sites [15, 16]. 

3.2.3 Total Number of Local File Accesses 

Table shows the number of local file accesses of each strategy 

and for different numbers of jobs. The fourth row in Table 

indicates the percentage gain of DPRSKP (Decentralized 

Periodic Replication Strategy based on Knapsack Problem) 

compared to other approaches. This percentage is computed 

as follows: 

𝐺𝑎𝑖𝑛 𝑖𝑛 %

=
𝑉𝑎𝑙𝑢𝑒𝐷𝑃𝑅𝑆𝐾𝑃 − 𝑀𝑎𝑥(𝑉𝑎𝑙𝑢𝑒𝐵𝑒𝑠𝑡  𝐶𝑙𝑖𝑒𝑛𝑡 , 𝑉𝑎𝑙𝑢𝑒𝐷𝑅2)

𝑀𝑎𝑥(𝑉𝑎𝑙𝑢𝑒𝐵𝑒𝑠𝑡  𝐶𝑙𝑖𝑒𝑛𝑡 , 𝑉𝑎𝑙𝑢𝑒𝐷𝑅2)
. 100 

3.2.4 Effective Network Usage 
ENU is a measure of how well the replication 

strategy uses the network [11]. It is computed as: 

𝐸𝑁𝑈 =
𝑁𝑟𝑒𝑚𝑜𝑡𝑒  𝑓𝑖𝑙𝑒  𝑎𝑐𝑐𝑒𝑠𝑠 + 𝑁𝑟𝑒𝑝𝑙𝑖𝑐𝑎𝑡𝑖𝑜𝑛𝑠

𝑁𝑟𝑒𝑚𝑜𝑡𝑒  𝑓𝑖𝑙𝑒  𝑎𝑐𝑐𝑒𝑠𝑠 + 𝑁𝑙𝑜𝑐𝑎𝑙  𝑓𝑖𝑙𝑒  𝑎𝑐𝑐𝑒𝑠𝑠
 

Where Nremote file access is the number of accesses that 

Computing Element reads a file from a remote site, 

Nreplication is the total number of file replication that 

occurs, and (Nremote file access + Nlocal file access) is the 

number of times that Computing Element reads a file from a 

remote site or reads a file locally. A lesser value indicates that 

the utilization of network bandwidth is more efficient [15]. 

4. PROPOSED ALGORITHM 

4.1 Enhanced PSO based Job 

Scheduling 

Particle Swarm Optimization (PSO) is one of the latest 

evolutionary optimization techniques inspired by nature. It is 

simulated the process of a swarm of birds preying. It has the 

higher capability of global searching and has been 

successfully applied to many areas such as neural network 

training, control system investigation and design, structural 

optimization and so on. It also has lesser algorithm parameters 

than both genetic algorithm and simulated algorithm. 

Furthermore, PSO algorithm works well on most global 

optimal problems. Conducting search uses a population of 

particles. Each particle corresponds to individual in 

evolutionary algorithm. A flock or swarm of particles is 

randomly generated initially, each particle’s position 

representing a possible solution point in the problem space 

[16, 17]. 

 

Improved proposed Algorithm: 

Input: number of particles m, 

    Inertia weight w, 

 Acceleration constants C1 and C2, 

 Maximum velocity,  Vmax 

 Task vector T,  

 Maximum iterating times MaxIt, 

 Bandwidth matrix B, 

 Cost vector C, 

 Expect Fitness Function value fe 

 Exist matrix E; 

Output: task scheduling vector V 

Process: 

1. Set iterating times It=o, select a schedule vector V 

with the limit E as the initialize particle; 

2. While It <= MaxIt 
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3. Get CJ  by C,  bij by B; 

4. Initialize velocity and position vector of each 

particle randomly 

5. Computing fitness𝒇 =  𝑪𝒋
𝒕𝒊

𝒃𝒊𝒋
𝒊            and save f 

 

6. If  𝑓 ≤  𝑓𝑒   then break; 

 

7. It=It+1; 

8. Update V by 𝑽𝒆𝒕+𝟏 =  𝒘 × 𝑽𝒆𝒕 +
 𝑹𝟏 × 𝑪𝟏 ×  𝑷𝒃𝒆𝒔𝒕 − 𝑷𝒐  +

 𝑹𝟐 × 𝑪𝟐 ×  𝑮𝒃𝒆𝒔𝒕 − 𝑷𝒐   

9. Update P by 𝑷𝒐𝒕+𝟏 = 𝑷𝒐𝒕 + 𝑽𝒆𝒕+𝟏
 

10. If 𝑉𝑛𝑒𝑤 and 𝑃𝑛𝑒𝑤 is not in E then selection a V and 

P with the limit E as the 𝑉𝑛𝑒𝑤  and 𝑃𝑛𝑒𝑤 ; 

11. End While  

 

5. SIMULATION RESULTS AND  

     DISCUSSION 
Enhanced PSO based Job Scheduling performs the task by 

using different metrics. Those metrics are compared with 

enhanced PSO based job scheduling are shown in charts 

which are given below: 

 

Experiment summary table 

 

Grid Summary 

Table 

Random 

Allocation 

Enhanced PSO 

based Job 

Scheduling 

Mean Job Time  5637 292 

Number of 

Replications 
91 84 

Total Number of 

Local File Accesses 
571 1226 

Effective Network 

Usage 
0.5897436 0.06851549 

 

Mean Job Time: 

  

 

 
            

Figure-2:  Random allocation 

 

 
 

Figure-3: Enhanced PSO based Job Scheduling 
 

 

Figure shows the Mean Job Time of all Jobs on Grid for 

random allocation and enhanced PSO based job scheduling. 

Thus the method of enhanced PSO based job scheduling has 

less mean job time than the random allocation. 

 

Number of Replications 

 

 

 
 

Figure-4: Random allocation 
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Figure-5: Enhanced PSO based Job Scheduling 

 

Figure shows the total number of replication for random 

allocation and enhanced PSO based job scheduling. Thus the 

method of enhanced PSO based job scheduling has less 

replication rate than the random allocation. 

 

Total Number of Local File Accesses 

 

 

 
 

Figure-6: Random allocation 

 

 

 
 

Figure-7: Enhanced PSO based Job Scheduling 

 

The above figures of random allocation and enhanced PSO 

based job scheduling are shown for total number of local file 

accesses. Thus the enhanced PSO based job scheduling has 

high value when compare with random allocation. 

 

Total Number of Remote File Accesses 

 

 
 

Figure-8: Random allocation 

 

 
 

Figure-9: Enhanced PSO based Job Scheduling 

 

 

The above figures show the total number of remote file 

accesses for random allocation and enhanced PSO based job 

scheduling. Thus the enhanced PSO based job scheduling has 

less value when compare with random allocation. 

 

 

Effective Network Usage 
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Figure-10: Random allocation 

 

Figure-11: Enhanced PSO based Job Scheduling 

Figure shows the effective network usage for random 

allocation and enhanced PSO based job scheduling. The 

random allocation has high value when compare with 

enhanced PSO based job scheduling method. 

6. CONCLUSION 
Grid computing can solve more complex tasks in less time 

and utilizes the resources efficiently. In this paper an 

algorithm is designed and implemented for an efficient job 

scheduling to maximize the resource utilization and minimize 

processing time of the jobs, that is simulation results shows 

that proposed enhanced PSO algorithm has optimal 

performance in terms of Mean Job Time, Number of 

Replications, Total Number of Local File Accesses and 

Effective Network Usage to other job scheduling approaches 
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