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ABSTRACT 
This paper presents a comparative performance study 

between the recently proposed time-varying LMS 

(TVLMS) algorithm and other two main adaptive 

approaches: the least-mean square (LMS) algorithm and 

the recursive least squares (RLS) algorithm. 

Implementational aspects of these algorithms and their 

computational complexity are examined. Using computer 

simulations, the successive trade-off between the 

computational complexity and system noise cancellation 

ability, as one proceeds from the Wiener estimate to the 

LMS with fixed step size, becomes apparent. Three 

performance criteria are utilized in this study: the 

algorithm execution time, the minimum mean squared 

error (MSE), and the required filter order. The study 

showed that the selection of the filter order is based on a 

trade-off between the MSE performance and algorithm 

executive time. Results also showed that the execution 

time of the RLS algorithm increases more rapidly with 

the filter order than other algorithms. Recently adaptive 

filtering was presented, have a nice tradeoff between 

complexity and the convergence speed. This paper also 

compares a new approach for noise cancellation in 

speech enhancement using the two new adaptive filtering 

algorithms named fast affine projection algorithm and 

fast Euclidean direction search algorithms for attenuating 

noise in speech signals. The simulation results 

demonstrate the good performance of the two new 

algorithms in attenuating the noise. 
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1. INTRODUCTION 
Adaptive techniques use algorithms that enable the 

adaptive filter to adjust its parameters to produce an 

output that matches the output of the unknown 

system.Recently, considerable effort has been directed 

towards the realization of adaptive digital filters using the 

efficient block digital filtering technique where the 

system signals are processed in blocks [2]. Several block 

FIR adaptive algorithms have been introduced, including 

the Block Least Mean-Squares (BLMS) algorithm in [3] 

and [4], the Optimum Block Adaptive (OBA) [5], and the 

optimum block adaptive shifting (OBAS) algorithms [6]. 

The optimum block algorithms (OBA and OBAS) 

employ a time-varying convergence factor that is the 

same for the adaptive filter coefficients, but is updated at 

each block iteration. Recently an OBA algorithm with 

individual adaptation of parameters (OBAI) has been 

proposed. This algorithm employs an individual 

convergence factor that is updated for each adaptive filter 

coefficient, at each iteration [7]. This algorithm has been 

shown to be an estimate of the Wiener solution at each 

iteration [8]. Processing the system signals in blocks 

leads to computational advantages and efficient 

implementation using the fast Fourier Transform 

(FFT).Sequential algorithms that process signals 

sequentially, i.e. the block length equals one, have been 

proposed. The individual (IA) and the homogeneous(HA) 

algorithms [9],[l0] belong to a family of optimum 

adaptive sequential algorithms. These algorithms employ 

time-varying convergence factors which minimize the 

mean square error (MSE) resulting in vast improvements 

in adaptation accuracy and faster convergence at the 

expense of a relatively modest increase in the number of 

computations per data sample. The IA algorithm uses a 

convergence factor that is updated for each adaptive filter 

coefficient, at each iteration. In case of the HA algorithm, 

the convergence factors are the same for all the filter 

coefficients, but are updated at each iteration. 

 

Table I shows the computational requirements of the OBAI, 

OBA, OBAS, BLMS, HA and LMS algorithms in terms 

of the number of real multiplications and divisions per 

iteration (MADPI). L is the length of the data block and 

N is the number of independent coefficients in the 

adaptive filter. For the LMS and HA algorithms the block 

length L = 1.While the OBA and the BLMS algorithms 

perform one iteration per L input samples, the other 

algorithm can be implemented to perform one iteration   

per each input sample.  It is seen that the HA, OBA, 

OBAS and the OBAI algorithms require more 

computations than the LMS and the BLMS algorithms.  
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The most popular adaptive algorithms are the least mean 

square (LMS) algorithm and the recursive least square 

(RLS) algorithm. The performance of these adaptive 

algorithms is highly dependent on their filter order and 

signal condition and also compared with the help of 

computer simulations. Furthermore, the performance of 

the LMS algorithm also depends on the selected 

convergence parameter. As for the RLS algorithm, it is 

also dependent on (commonly known as “forgetting 

factor” or “exponential weighting factor” [12]).In this 

work we will specifically use the version of RLS named 

as the “growing window” RLS algorithm (with = 1) 

[12].Recently, a new version of the LMS algorithm with 

time varying convergence parameter has been proposed 

[14]. The time-varying LMS (TV-LMS) algorithm has 

shown better performance than the conventional LMS 

algorithm in terms of faster convergence and less MSE. 

 

The TV-LMS algorithm is based on utilizing a time-

varying convergence parameter with a general power 

decaying law for the LMS algorithm. The basic idea of 

this TV-LMS algorithm is to utilize the fact that the LMS 

algorithms need a larger convergence parameter value to 

speed up the convergence of the filter coefficients to their 

optimal values. After the coefficients converge to their 

optimal values, the convergence parameter should be 

small for better estimation accuracy [12]. In other words, 

we set the convergence parameter to a large value in the 

initial state in order to speed up the algorithm 

convergence. As time passes, the parameter will be 

adjusted to a smaller value so that the adaptive filter will 

have a smaller mean-squared error. In this paper we 

conduct a comparative study of the conventional LMS 

algorithm, the TV-LMS algorithm, and the RLS 

algorithm in terms of their execution time, filter order, 

and MSE performance.  

 

 

 
 

 

  
   

 

Fig. 1 and Fig. 2 show that both algorithms 

provide similar performance results. Hence, for both TV-

LMS and conventional LMS algorithms, we should use a 

higher filter order to provide a better MSE performance 

for the system. Fig. 2 also shows that the overall 

performance of the TV-LMS algorithm is better than that 

of the conventional LMS algorithm. .    
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Fig. 3 and Fig. 4 show the MSE performance of 

the TV-LMS algorithm and conventional LMS algorithm 

with different filter orders. Again, both LMS algorithms 

provide similar performance results. The TV-LMS 

algorithm performs much better than the conventional 

LMS algorithm in the low filter order region. Fig. 3 and 

Fig. 4 also show that both algorithms provide better MSE 

performance when filter order 

increases.

  
 

Fig. 5 shows the MSE performance for the RLS 

algorithm with different filter orders. As the RLS is 

highly sensitive to numerical instability [11], [12], [13], 

the filter order will severely affect the performance of the 

algorithm. Fig. 5 shows that the RLS performance does 

not improve when the filter order increases. Its optimal 

filter order in this case is around 50. Hence, a careful 

selection of the filter order is needed for optimal 

performance. 
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Fig. 6, Fig. 7, and Fig. 8 show the computational time for 

different algorithms with different filter orders. The 

computation time for the conventional LMS algorithm 

and the TVLMS algorithm is relatively similar and much 

less than that of the RLS algorithm. The above figures 

also show that the RLS computation time is increasing 

rapidly and non-linearly with the filter order. 

It is well known that two of most frequently 

applied algorithms for noise cancellation [1] are 

normalized least mean squares (NLMS) [15]-[18] and 

recursive least squares (RLS) [19]-[23] algorithms. 

Considering these two algorithms, it is obvious that 

NLMS algorithm has the advantage of low computational 

complexity. On the contrary, the high computational 

complexity is the weakest point of RLS algorithm but it 

provides a fast adaptation rate. Thus, it is clear that the 

choice of the adaptive algorithm to be applied is always a 

tradeoff between computational complexity and fast 

convergence. The convergence property of the FAP and 

FEDS algorithms is superior to that of the usual LMS, 

NLMS, and affine projection (AP) algorithms and 

comparable to that of the RLS algorithm [11]-[14].  In 

these algorithms, one of the filter coefficients is updated 

one or more at each time instant, in order to fulfill a 

suitable tradeoff between convergences rate and 

computational complexity [15]. 

 Figs. 10-15 show the filter coefficients 

evolutions of the, LMS, NLMS, AP, FEDS, FAP and 

RLS algorithms. Again, the results show that the 

performance of the FEDS and FAP is better than the 

LMS, NLMS and AP algorithms and comparable with 

the RLS algorithm. 

 

 

 
  

 

1. Conclusion 

 In this paper we presented a comprehensive 

comparative study between the above time-varying LMS 

(TV-LMS) algorithm and other two well-known 

algorithms: the conventional LMS and the recursive 

least-squared (RLS) algorithm. In a stationary white 

Gaussian noise environment with filter order M is set at a 

larger value (e.g., M = 100), simulations showed that the 

TV-LMS algorithm provides the best MSE than the 

conventional LMS and the RLS algorithms. However, 

when we choose to use a smaller filter order (e.g., M = 

10),the RLS algorithm provides the best MSE 

performance as compared to TV-LMS and the 

conventional LMS algorithms. 

When the computational time is vital to the 

application, the TV-LMS and the conventional LMS 

algorithms will be a better choice than the RLS 

algorithm. Both the TV-LMS and the conventional LMS 

algorithms provide less computational time than the RLS. 

In narrow-band applications, like single-tone noise 
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reduction scheme, the RLS does not provide any further 

benefit when increasing the filter order, but on the 

contrary, it requires more computational time in this case. 

According to our simulations, the best scenario 

is to use the TV-LMS algorithm with a larger filter order; 

this provides an optimal MSE performance with a 

computation time close to that of the LMS algorithm. As 

a result, a careful selection of filter order is needed 

depending on the signal condition and the trade-off 

between the algorithm complexity and its computational 

time. 

The simulation results demonstrate the good 

performance of the two new algorithms i.e. AFA & 

FEDS in attenuating the noise. 
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