ABSTRACT
Good data preparation is a key prerequisite to successful data mining. Conventional wisdom suggests that data preparation takes about 60 to 80% of the time involved in a data mining exercise. There have been good reviews of the problems associated with data preparation. However the data preprocessing is a crucial step used for variety of data warehousing and mining. Real world data is noisy and can often suffer from corruptions or incomplete values that may impact the models created from the data. Accuracy of any mining algorithm greatly depends on the input datasets. In this paper we describe a novel idea of predicting the missing values in the dataset by a well known principle of Maximum likelihood EM (Expectation Maximization). After doing implementing and applying the EM filter, the dataset is completed with the estimated values, based on the well known principle of expected maximization of attribute instance. We demonstrate the efficacy of the approach on real data sets as a preprocessing step.
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1. INTRODUCTION
Many data analysis applications such as data mining, web mining, and information retrieval system require various forms of data preparation. Mostly all this worked on the assumption that the data they worked is complete in nature, but that is not true! [1]

In data preparation, one takes the data in its raw form, removes as much as noise, Redundancy and incompleteness as possible and brings out that core for further processing [1]. Common solutions to missing data problem include the use of imputation, statistical or regression based procedure[7].

We note that, the missing data mechanism would rely on the fact that the attributes in a data set are not independent from one another, but that there is some predictive value from one attribute to another. [3]

So far we have several approaches to fill missing values in a dataset. Among that some of the traditional techniques that are frequently used are:

a). Desired value technique
b). Mean value technique

In desired value technique the missing values are filled by any random data in the attribute. And in the mean value technique the missing values are filled with the mean of the attribute. These two techniques are not so efficient and the resultant dataset after filling data may not be exact as original data[9].

Therefore we used the well known machine learning estimation technique, Expectation Maximization i.e. EM [7], for predicting the missing values. EM is a new technique for predicting the missing values and it is a general approach to iterative computation of maximum likelihood estimates when a observations can be viewed as incomplete data. Since each iteration of the algorithm consists of an expectation step followed by a maximization step we call it the EM algorithm. The EM process is remarkable in part because of the simplicity and generality of the associated theory, and in part because of the wide range of examples which fall under its umbrella. When the underlying complete data come from an exponential family whose maximum-likelihood estimates are easily computed, then each maximization step of an EM algorithm is likewise easily computed.[2]

The term “incomplete data” in its general form implies the existence of two sample spaces %Y and X and a many-one mapping from3 to Y. The observed data y are a realization from CY.

The corresponding x in X is not observed directly, but only indirectly through y. More specifically, we assume there is a mapping x+ y(x) from X to Y, and that x is known only to lie in X(y), the subset of X determined by the equation y = y(x), where y is the observed data.

We refer to x as the complete data even though in certain examples x includes what are traditionally called parameters. We postulate a family of sampling densities f(x1 +) depending on parameters and derive its corresponding family of sampling densities g(y1 +). The complete-data specification f(...1 ...) is related to the incomplete-data specification g(...1 ...).

The EM algorithm is directed at finding a value of + which maximizes g(y1 +) given an observed y, but it does so by making essential use of the associated family f(x1 +). Notice that given the incomplete-data specification g(y1 +), there are many possible complete-data specifications f (x1+) that will generate g(y1 +). Sometimes a natural choice will be obvious, at other times there may be several different ways of defining the associated f(x1+).

Each iteration of the EM algorithm involves two steps which we call the expectation step (E-step) and the maximization step (M-step). The precise definitions of these steps, and their associated heuristic interpretations, are given. [2]

Here we shall present only a simple example to give the flavor of the method.

Consider two coins A and B. If two coins are tossed as show in the figure 1 i.e., coins are tossed 10 times per set, there may be chance of head or tail for each toss so probability for head is 1/2 and similarly for tail is 1/2 . Here in this example we are considering 5 sets. For the first set coin B is tossed, the occurrence of head and tail are as shown in the fig 1. For the second set coin A is tossed and the occurrence of head and tails are as shown in fig 1. In the fig 1 the set in blue color indicates coin B and set with red color indicates
coin A. The maximum likelihood \( \theta \) of coin A and Coin B are calculated as shown in the fig 1.

![Fig 1: Maximum likelihood of two coins](image)

After calculating the maximum-likelihood of two coins the next step is expectation maximization calculation which is as shown in fig 2.

![Fig 2: Calculation of expectation](image)

2. ALGORITHM

This algorithm is designed to give the user an understanding of the EM algorithm. EM is a common technique for finding missing values to:

i) Predict missing values by most probable estimated values.

ii) Estimate parameters.

iii) Re-estimate the missing values assuming the new parameter estimates are correct.

iv) Re-estimate parameters, and so forth, iterating until convergence.

An Expectation-Maximization (EM) algorithm is used in statistics for finding maximum likelihood estimates of parameters in probabilistic models, where the model depends on unobserved latent variables. EM alternates between performing an expectation (E) step, which computes an expectation of the likelihood by including the latent variables as if they were observed, and maximization (M) step, which computes the maximum likelihood estimates of the parameters by maximizing the expected likelihood found on the E step. The parameters found on the M step are then used to begin another E step, and the process is repeated.

**Algorithm:** Maximum-Likelihood Expectation Maximization: A New Approach For Missing Value Prediction

**Steps:**

1: Take the Input dataset as ARFF format.

2: Replace the missing value by zero.

3: Repeat Step 4 to Step 10 until all columns are called.

4: Take the probabilities as

\[(a_i + b_i \theta) \ldots (a_n + b_n \theta)\] for each occurrence.

5: Calculate \( \hat{\theta} = \frac{d}{d\theta} \log \left( a_i (a_i + b_i \theta + \ldots + a_n (a_n + b_n \theta)) \right) \)

\[F(\theta) = \frac{a_i}{a_i + b_i} \theta - \frac{b_i}{a_i + b_i} \theta \]

6: E step:

\[A_i = A_i \cdot F(\theta) \]

7: M-step

\[\theta_{i+1} = \theta_{hat} \text{ at } i^{th} \text{ iteration.} \]

8: Convergence Step

Take \( \theta = 0.5 \)

Repeat till \( \left( \theta_{i+1} - \theta_{hat}/ \theta_i - \theta_{hat} \right) = \left( \theta_{i+2} - \theta_{hat}/ \theta_{i+1} - \theta_{hat} \right) \)

9: At convergence, get actual \( \theta_{hat} \).

10: a) After completion of one iteration, check next missing Instance.

   b) Repeat the procedure
Table 1: Comparison of three approaches for filling missing values

<table>
<thead>
<tr>
<th>Original Dataset</th>
<th>Dataset with Missing values</th>
<th>Dataset with Desired value Technique</th>
<th>Dataset with Mean Value Technique</th>
<th>Dataset with EM Technique</th>
</tr>
</thead>
<tbody>
<tr>
<td>Original dataset</td>
<td>@relation 'cpu' @attribute MYCT real @attribute MMIN real @attribute MMAX real @attribute CACH real @attribute CHMIN real @attribute CHMAX real @attribute class real @data</td>
<td>@relation 'cpu' @attribute MYCT real @attribute MMIN real @attribute MMAX real @attribute CACH real @attribute CHMIN real @attribute CHMAX real @attribute class real @data</td>
<td>@relation 'cpu' @attribute MYCT real @attribute MMIN real @attribute MMAX real @attribute CACH real @attribute CHMIN real @attribute CHMAX real @attribute class real @data</td>
<td>@relation cpuweka. filters.unsupervised.attribute.EM @attribute MYCT numeric @attribute MMIN numeric @attribute MMAX numeric @attribute CACH numeric @attribute CHMIN numeric @attribute CHMAX numeric @attribute class numeric @data</td>
</tr>
<tr>
<td>CPU Dataset with 7 missing values</td>
<td>125, 256, 6000, 256, 16, 128, 199 29, 8000, 32000, 32, 8, 32, 253 29, 8000, 32000, 32, 8, 32, 253 29, 8000, 32000, 32, 8, 32, 253 29, 8000, 16000, 32, 8, 16, 132 26, 8000, 32000, 64, 8, 32, 290 23, 16000, 32000, 64, 16, 32, 381 23, 16000, 32000, 64, 16, 32, 749 23, 32000, 64000, 128, 32, 64, 1238</td>
<td>125, 256, 6000, 256, 16, 128, 199 29, 8000, 32000, 32, 8, 32, 253 29, 8000, 32000, 32, 8, 32, 253 29, 8000, 16000, 32, 8, 16, 132 26, 8000, 32000, 64, 8, 32, 290 23, 16000, 32000, 64, 16, 32, 381 23, 16000, 32000, 64, 16, 32, 749 23, 32000, 64000, 128, 32, 64, 1238</td>
<td>125, 256, 6000, 256, 16, 128, 199 29, 8000, 32000, 32, 8, 32, 253</td>
<td>125, 256, 6000, 256, 16, 128, 199</td>
</tr>
<tr>
<td>Output after applying filter</td>
<td>@relation 'cpu' @attribute MYCT real @attribute MMIN real @attribute MMAX real @attribute CACH real @attribute CHMIN real @attribute CHMAX real @attribute class real @data</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
3. EXPERIMENTAL RESULTS

3.1 Approach
The objective of our experiment is to build the filter as a preprocessing step in Weka Workbench, which completes the data sets from missing data sets. We did not intentionally select those data sets in UCI [8], which originally come with missing values because even if they do contain missing values, we don’t know the accuracy of our approach. For experimental set up, we take the complete dataset from UCI repository [8], and then deliberately deleted some values for making it as an incomplete datasets.

3.2 Results
In Table 1, we used the UCI [8] dataset CPU, in the original dataset, there are seven numeric attributes. The first column of Table 1 gives the original dataset values. In the second column of Table 1 gives the dataset with missing values. In the third and fourth columns of Table 1 we purposely deleted seven values using desired value technique and Mean value technique for making it incomplete datasets. Finally in the last column, after applying the EM filter, we get the estimated values. These estimated values as compared to the original values are in the same domain, therefore gives the expected results.

The graphical representation of original dataset with seven missing values and the dataset that occurred after applying desired value technique for missing values is as shown in fig 3. In the graph blue line indicates original dataset and red line indicates dataset after applying desired value technique.

After observing the three graphs, the proposed EM algorithm that fills the missing values in a dataset by considering maximum-likelihood of each attribute is an effective method for predicting missing values.

4. CONCLUSION
Expectation Maximization is used to recommend incomplete instances in a dataset for information completion, where attribute of instances mixing the missing information of different attributes are inheritably different and data is bounded by specific budget. The design of our Algorithm distinguishes our work from existing approaches including the efficiency with the previous approaches and the predicted value using EM algorithm is found to be either lying very close to real value or show an attribute relation.
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