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ABSTRACT 

Image searching, is an active approach to recover the effective 

results for image searched by the users with the help of 

queries. Which is used by the current required search engines 

likes Bing, Google, and Internet Explorer and so on. To 

improve image searching method there is use of hash code 

technique. In this paper, various image search techniques 

using different hashing methods are reviewed. More than a 

few hashing methods such as state of the art which is used to 

generate hash codes, then embed and extract features of 

images in the high-dimensional practice. This scale image 

search can be executed in real time; this is depends on 

Hamming distance. This technique contains a weighted 

Hamming distance and finer-grained ranking. Query adaptive 

weights consist of semantic concept classes which improves 

the result of an image search. With the Query adaptive bit 

weights, images are ranked and calculated by weighted 

Hamming distance. 
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1. INTRODUCTION 
Real content based image search predicated on hash codes is a 

very standard for efficacious kindred attribute search, due to 

its query time and loading efficacy. The ability of fascinated 

and identical images in enormously sizably voluminous 

databases has great potential in many authentic-world 

applications. While conservative image search engines 

rigorously rely on textual words cognate with the images, 

accessible contented predicated search techniques are 

receiving incrementing attention and have incipiently 

performed in some search engines such as Google and Bing. 

Apart from providing more preponderant image search 

experience for mundane place users on the web, scalable 

identical image search has adscititiously been shown to be 

secondary to solving traditionally very challenge in computer 

vision. 

Hashing techniques are predicated on approximate most 

proximate neighbor (ANN) search in sizably voluminous 

databases has propagate due to its computational and 

recollection efficiency. There are some popular hashing 

methods such as, Locality Sensitive Hashing and Spectral 

Hashing, construct hash functions constructed on arbitrary or 

fundamental estimates. The consequential hashes are either 

not very impeccable or inept. Furthermore these methods are 

deliberated for a given metric comparison. On the different, 

semantic relationship is customarily given in terms of 

pairwise labels of examples. There subsist supervised hashing 

techniques that can prosper such semantic kindred attribute 

but they are yare to over applicable when labeled data is 

minute or strepitous. Here a semi-supervised hashing (SSH) 

structure that minimizes observed error over the labeled set 

and information notional standardize over both labeled and 

unlabeled set. Predicated on this structure, the sequential 

learning pattern can be protracted to unsupervised areas where 

no labeled dyads are available. General tribulations on some 

sizably voluminous datasets establish the more preponderant 

performance of the proposed SSH methods over state-of-the-

art supervised and unsupervised hashing techniques [5]. 

Generally, unsupervised methods project hash functions 

utilizing unlabeled data to engender binary hash codes. Now 

Locality Sensitive Hashing (LSH) is maybe the most standard 

unsupervised hashing method and has been authentic to many 

quandary domains, with information retrieval and computer 

vision. Another efficacious method called Spectral Hashing 

(SH) was proposed recently by Weiss et al. Spectral Hashing 

was recently presented to engender compact binary hash 

codes for approximate most proximate neighbors (ANN) 

search. Recently, graph predicated hashing technique was 

proposed to control low-dimensional multiple structures of 

data to design efficient and compact hash codes. Since 

unsupervised methods do not include any labeled data, they 

can be simply functional to different data Domains given a 

prespecified distance metric [9] [10]. 

In this work we betoken images by the popular bag-of-visual- 

Words structures, where local invariant image descriptors i.e. 

SIFT are utilized as feature extractor. The BoW features are 

then embedded into compact hash codes for active search. For 

this, we are learning state-of-the-art techniques with semi-

supervised hashing and semantic hashing with deep credence 

networks. Hashing is better over tree-predicated indexing 

structures as it conventionally involves significantly reduced 

recollection and withal works better for high-dimensional 

samples. With the hash codes, image match can be capably 

quantified utilizing logical XOR operations in Hamming 

space by Hamming distance, an integer value obtained with 

the number of bits at which the binary values are dissimilar [4, 

5, 6]. 

A weighted Hamming distance measure by learning the 

weights from the query material. Precisely, the method studies 

class-categorical bit weights so that the weighted Hamming 

distance between the hash codes belong the class and the 

center, the mean of those hash codes is minimized. The 

weight for a definite query is the average weight of the 

weights of the classes that the query most likely belongs to 

and that are learned utilizing the top kindred images and this 

are associated with a semantic label. 

In Hamming ranking method all the points in the database are 

ranked according to their Hamming distance from the query 

and the wanted neighbors are returned from the top of the 

ranked list. The arduousness of Hamming ranking is linear 

albeit it is very expeditious in preparation. Hamming ranking 
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distributes ameliorated quality capacity of the Hamming 

embedding, while forgetting the issue of the search speed. All 

the experiments were conducted utilizing a single hash table 

with relatively compact codes (up to 64 bits for the most 

astronomically immense image amassment dataset with 

around 80 million points). The search results are evaluated 

predicated on whether the returned images and the query 

sample share the same semantic labels for supervised and 

semi-supervised tests. 

2. LITERATURE SURVEY 
As queries are one of the most important boundaries for users 

to access the information over web, also it moves the 

performance of search engines. There are various techniques 

that are recently developed in order to classify the query 

adaptive image search. These techniques deliver strategies for 

improving the existing technique for finding more appropriate 

learning technique. 

The term locality-sensitive hashing was introduced in 1998, to 

denominate a randomized hashing technique for efficacious 

approximate most proximate neighbor search in high 

dimensional space. Locality-sensitive hashing was studied for 

fixates on three features. The first one is on incrementing 

different LSH families for several distances or homogeneous 

attributes. The second one is on determining the theoretical 

edge of the LSH framework, as well as the bound on the 

search efficiency both time and space that the best probable 

LSH family can reach for certain distances and homogeneous 

attributes. The third one fixates on amending the search 

system of the LSH methods, to reach theoretically attestable 

better search efficiency [4] [10]. 

Spectral hashing is the inventive coding stability hashing 

algorithm, which aims to find a facile calculated hash function 

so that cognate items are mapped to homogeneous hash codes 

predicated on the Hamming distance and  an iota of hash bits 

are compulsory. The second indispensability is a form 

homogeneous to coding balance, which is transformed to two 

requisites: bit balance and bit correlation. The balance 

betokens that each bit has chances of being 1 or 0. The 

correlation designates that dissimilar bits are uncorrelated. 

Weiss et al. proposed that the arduousness of definition a best 

code for a given dataset is proximately cognate to the 

quandary of dividing graph. The optimization conditions are 

to minimize the expected Hamming distance between 

homogeneous data points adequate the independence and 

balanced properties [5]. 

The decent quality hash code contains of label images during 

training phases. Since same images are with the same labeled 

are hashed into same sectors. Deep Notion Network is utilized 

to decrement the number of units and withal decrease the 

dimension from images. Rudimentally DBN is arranged as a 

graph (directed acyclic graph), in this each node denotes a 

stochastic variable. In order to achieve binary codes for 

parallel image search, deep notion networks is learn utilizing 

stacking Restricted Boltzmann Machines. Deep network is 

utilized to obtain high order relationship between different 

layers of network. By culling structure that sequentially 

decrease the number of units in each layer; the high-

dimensional input vector can be allocated to a reduced 

compact binary output vector. Regimentally, in RBMs 

network is accomplished utilizing two rudimental stages: first, 

the unsupervised pre-training phase is sequentially 

implemented from input layer to output layer in avaricious 

way. After achieving convergence of the constraints of a layer 

through contrastive disseverment, the motivation prospects of 

a layer are fine-tuned and utilized as input to the above layer 

for dynamic network. Second, in the supervised fine-tuning 

stage, the trained network is superior by utilizing the labeled 

data via back-propagation. First, a cost function definite to 

compute the number of points that congruously injuctively 

authorized from the training data set. 

The Semi-Supervised Hashing is recommended by Wang et al 

that decrease experimental inaccuracy on the labeled data and 

at the same time it maximizing modification and objectivity of 

hash bits over the both labeled and unlabeled data. As 

compared to other techniques this technique gives us 

optimization results and is of the method that acquires 

compact binary codes by cumulating supervised and 

unsupervised information. The impartial purport of SSH 

consists of supervised experimental ability and unsupervised 

information theoretic regularization. More explicitly, on one 

hand, the supervised part goes to reduce an experimental 

inaccuracy on a minor quantity of labeled data. The 

unsupervised term, distributes authentic regularization by 

maximizing required properties like modification and 

objectivity of different bits [10] [11]. 

All these hashing techniques that we have reviewed in this 

section, there is one drawback when applied to image search. 

The traditional hamming distance of hash codes cannot 

distribute finer grained ranking on search results, which is 

very dynamic in practice. In exercise, to implement the 

conception of weighted hamming distance for optical kindred 

attribute search, we have to allocate certain weights to each 

bit of binary hash codes. Let’s consider one example; we have 

three images A, B and C with their binary hash codes 1010, 

1111 and 0000 respectively. The A, B and A,C are having 

equipollent Hamming distance, without considering the 

authenticity that C varies from A in the first and third bits 

while B vary in the second and last bits. Because of this 

performance of the Hamming distance, virtually there can be 

several images having the equal hamming distance to a query 

image which engenders critical issue of finding 

commensurable images. To resolve this by transmission of 

different weights to each bit of binary hash codes, so that each 

bit of binary hash has a different consequentiality. Back to the 

example, for this consider the first and third bits are 

consequential for A, then B must be ranked first than C if A is 

the query image [1]. 

To get better result and finer grained ranking the most 

standard conception that is feature extraction, in this one can 

cull the most paramount aspects and cumulating aspects into 

an incipient reduced set of features. Feature extraction 

involves reducing the amount of resources required to 

describe a sizably voluminous set of data. It is found that a 

Bag of visual Words (BoW), and Scale Invariant Feature 

Transform (SIFT) invariant image descriptors are acclimated 

to extract and quantized a sizably voluminous set of data. A 

Bag of visual words is a vector of occurrence counts of a 

lexicon of local image features. These vectors of occurrence 

counts are called feature descriptors. A good descriptor should 

have the capability to hold intensity, rotation, scale and even 

vary to some extent. One of the most famous descriptors is a 

SIFT, this descriptor is embedded and extract the features 

[13]. 

T. S. Chua et al. worked on the semantic concept classes 

which most widely used NUSWIDE dataset. This technique 

consists of scenes and objects, here NUSWIDE consist of 

flicker images, training set images and test set images. The 

concepts in NUSWIDE are extremely appropriate for 
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constructing the semantic database. Hence NUSWIDE is 

suitable for all databases [8]. 

3. SYSTEM FRAMEWORK 
The flow of image search using hash codes is shown in Fig. 1. 

It consists of user to enter image as query with least exertion 

and consequently return its similar images from a given 

database using Hamming distance and query adaptive ranking. 

The flows of this system as, first features are extracted from 

given images from database. The extracted features are called 

by feature vectors. These extracted feature vectors are 

embedded into hash codes and stored in given feature 

database. Second for probing kindred images from database 

utilizer has to enter query image. For a given query image, 

withal extract its features and engender a hash code. These 

hash codes of query images are matches with antecedently 

engendered and store hash codes of all images in feature 

database. This process customarily called kindred attribute 

matching and it is predicated on calculation of hamming 

distance between the query image hash code and hash codes 

from database. Lastly, results images are probed on the 

substratum of most proximate hamming distance between 

images. 

 

Fig 1: Framework of query adaptive hash code method[1]. 

4. SURVEY 
The approaches proposed by Yu-Gang Jiang et al. [1] have the 

understanding of user’s actual image requirement and also 

used this image requirement efficiently to organize queries 

with more exact meaning. The query adaptive image search 

approach is based on the consideration on that user’s image 

requirement. To accomplish these requirements Yu-Gang 

Jiang et al. proposed query adaptive ranking method. The 

given table shows the comparative study related to query.
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Table 1. Survey on different hashing technique for query adaptive image searching 

Sr.No. Author Title 
Publication 

year 
Remark 

1 H.Xu et al. 

Complementary 

hashing for approximate nearest 

neighbor search 
2011 

This process is able to balance the precision and 

recall in a more operative way. This method is more 

efficacious to find precise most proximate 

neighbors, additionally significantly amends the 

performance and outperforms the state-of-the-art. 

2 
J.Wang et 

al. 

Sequential projection learning for 

hashing with compact codes 
2010 

In this a data-dependent projection learning 

technique such that each hash function is considered 

to rectify the errors made by the earlier one 

successively. This technique acclimates both 

unsupervised and semi-supervised states and shows 

consequential performance gains over the state-of 

the-art techniques on two immensely colossal 

datasets containing up to 1 million points. 

3 
J.Wang et 

al. 

Semi-supervised hashing for 

scalable image retrieval 
2010 

In this, a semi-supervised hashing technique that is 

framed as reducing empirical error on the labeled 

data while exploiting variance and independence of 

hash bits over the labeled and unlabeled data. This 

technique can handle both metric as well as 

semantic homogeneous attribute. 

4 

M.M. 

Bronstin 

et al. 

Data fusion through cross-modality 

metric learning using similarity-

sensitive hashing 

2010 

Recommended an overview of kindred attribute-

sensitive hashing to multi-modal data. Withal 

established a cross-representation retrieval of non-

rigid shapes; this sanctions to efficiently perform 

alignment of medical images developed with 

different modalities. 

5 Y.Jia et al. 
Optimizing KD-trees 

for scalable visual descriptor indexing 
2010 

This is an authentic method to engender near-

optimal binary space partitioning and need low time 

cost to access the nodes in the query stage. Here it 

indexing a sizably voluminous number of SIFT 

features and other types of visual descriptors. 

6 Y. Mu et al. 
Weakly-supervised hashing in kernel 

space 
2010 

Here an incipient LAMP algorithm approves a 

desultory sampling approach in constructing both 

working set and fortifying vectors, which enables it 

scalable for immensely colossal-scale datasets. 

Experiential calculations show its advantage over 

the state-of-the-art kernelized hashing algorithms. 

7 
H.Jegou et 

al. 
Packing bag-of-features 2009 

At the time of image search predicated on bag-of-

features there is one circumscription of the 

recollection utilization per image. Author 

recommends the recollection utilization is reduced 

by utilizing lossless index compression additionally 

an approximate representation of bag-of-features 

acquired by projecting the equipollent histogram 

onto a set of pre-defined sparse projection functions, 

engendering some image descriptors. 

8 
M.Muja 

et al. 

Fast approximate nearest neighbors 

with 

automatic algorithm configuration 

2009 

Proposed that any given dataset and desired degree 

of precision and utilize these to automatically 

determine the best algorithm and parameter values. 

Additionally define an incipient algorithm that 

relates priority search on hierarchical k-denotes 

trees, which found to provide the best kenned 

performance on many datasets. 
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9 
B.Kulis et 

al. 

Kernelized locality-sensitive hashing 

for 

scalable image search 

2009 

Recommended a mundane algorithm to draw hash 

functions that are locality-sensitive for arbitrary 

kernel functions, thereby sanctioning sub-linear time 

approximate homogeneous attribute search. This 

method does not require prospects about the data 

circulation or input; it is directly cognate to many 

subsisting utilizable measures that have been studied 

for image search and other domains. 

10 
Y.Weiss et 

al. 
Spectral hashing 2008 

This method shows quandary of finding a best code 

for a given dataset is stringently correlated to the 

quandary of graph partitioning and can be shown to 

be NP hard. Additionally show how to competently 

calculate the code of a novel data point. 

11 
P. Indyk 

 et al. 

Nearest neighbors 

in high-dimensional spaces 
2004 

It is observed that the source of this occurrence, 

presenting that it is an essential property of high-

dimensional vector space, and discover its influence 

on presentations predicated on calculating distances 

in vector spaces, eminently relegation, clustering, 

and information retrieval. 

5. CONCLUSIONS AND FUTURE 

WORK 
In this paper, we have represented literature review on several 

states-of-the-art hashing technique used for visual related 

image search. We also discussed concept of query adaptive 

ranking and weighted hamming distance. Our study also 

discuss about query-adaptive bitwise weight with the help of 

semantic concept classes. The review of this paper will 

maintenance our future research on improving image search 

quality using weighted hamming distance, which provide fine 

grained ranking on return images. In future the performance 

of image searching techniques can be improved by using 

distributed organism along with fault tolerance. 
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