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ABSTRACT 
Great research work have been conducted towards Intrusion 

Detection Systems (IDSs) as well as feature selection. Feature 

selection applications have a great influence on decreasing 

development lead times and increasing product quality as well 

as proficiency. IDS guards a system from attack, misuse, and 

compromise. It can also screen network action. Network 

traffic observing and extent is progressively regarded as a key 

role for understanding and improving the performance and 

security of our cyber infrastructure. By using IDS attack can 

be detected in system as info is vital strength for every 

business. It can cause millions of harm within a few seconds. 

Security is important factor because reputation of business 

depends on it. So timely detection of intrusion is important so 

that preventive actions can be taken. IDS framework has been 

proposed by using fuzzy feature selection method with 

ARTMAP. It has been observed that the proposed framework 

gives better accuracy in less time as compared to methods in 

literature. 

Keywords 
Feature Selection, Intrusion Detection, Redundancy, Fuzzy 
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1. INTRODUCTION 
Feature selection has been an active research zone in pattern 

recognition, and data mining communities. The key notion of 

feature selection is to eliminate redundant features and select 

features which are needed [1].In order to deliver a clear image 

of the tradeoffs amongst the various ideas, feature selection 

has been framed as a multi-objective. As the dimensionality of 

a domain enlarges, the quantity of features n rises. Finding an 

ideal feature subset is intractable and problems related to 

feature selections have been tested to be NP-hard [2]. At this 

stage, it is important to define traditional feature selection 

procedure, which involves four elementary phases, i.e., 

subgroup, subset estimation, ending measure, plus validation. 

Subset generation is a search method that creates aspirant 

Feature subsections for assessment grounded on a definite 

search strategy. Every candidate subset is assessed and 

matched with the prior superlative one according to a certain 

assessment. If the new subset turns to be well, it substitutes 

best one [3].This is repetitive way till a specified stopping 

state is fulfilled. Ranking of features picks the significance of 

any distinct feature, ignoring their probable communications 

[4].  

 

2. LITERATURE SURVEY 
Feature selection (FS) techniques have regularly been utilized 

as a principle approach to choose the important components. 

Unsupervised FS strategy, i.e., region furthermore, locality 

and similarity preserving embedding (LSPE) for highlight 

choice has been presented [5]. In particular, the closest 

neighbor diagram is firstly built to save the area structure of 

information focuses, and after that this territory structure is 

mapped to the remaking coefficients such that the closeness 

among these information focuses is saved. Besides, the 

sparsity inferred by the territory is likewise saved. At last, the 

low dimensional implanting of the inadequate recreation is 

assessed to best save the area and similarity [6].  

Energy proficiency is a key issue in remote sensor systems 

where the vitality assets and battery capacity are extremely 

lacking. In this creator has presented another example 

acknowledgment based creation for diminishing the vitality 

utilization in remote sensor systems [7]. It includes a plan for 

calculation to rank and choose the sensors from the most vital 

to the slightest, and took after by a guileless Bayes 

classification. A proficient fuzzy classifier is rely on upon the 

capacity of highlight determination in view of a fluffy entropy 

strategy [8].It is utilized to assess the data of example 

dissemination in example space. With this data, we can isolate 

the example space into non covering choice areas for example 

arrangement. [9].At that point the choice areas don't cover, 

both the trouble and computational weight of the classifier is 

diminished and hence the preparation and arrangement time 

are short. In spite of the fact that the judgment territories are 

isolated into non covering subspaces, we can acquire great 

order execution in the meantime the choice regions can be 

appropriately distinguished by means of proposed fuzzy 

entropy technique[10].The element determination method 

decreases the dimensionality of an issue and in addition 

rejects clamor tainted, repetitive and inconsequential features. 

Today it is exceptionally fundamental need of procurement of 

an abnormal state security to watch very delicate and secret 

data. In Network Security Intrusion Detection System is a key 

innovation.[11]. 

These days’ researchers have intrigued on interruption 

recognition framework utilizing Data mining strategies as a 

mischievous aptitude. IDS is a product or equipment gadget 

that arrangements with assaults by social occasion data from a 

variety of framework and system sources, then dissecting side 

effects. Various classification methods are discussed as 

follows [12]. 
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2.1. The c4.5 tree-construction algorithm 
The process builds a decision tree beginning from a training 

set T S, which consist of cases, or tuples in the database 

terminology. Each situation states values for a group of 

features and for a class. Every feature may have either one 

discrete or continuous values. Furthermore, the special value 

unknown is allowed, to denote unspecified values. The class 

may have only distinct values. We represent with C1…….. Cn 

Class the values of the class[13]. 

2.2. Decision Tree Classifier 
o            11r a       

Decision tree is a method of categorizing and forecasting data 

mining skill, belonging to inductive learning and supervised 

information mining technology. As decision tree is beneficial 

in fast creation and creating easy-to-implement if-then 

judgment rule, it has become the maximum widely useful 

practice amongst several classification approaches. Decision 

tree is one of the most widespread tools for classification and 

prediction. Construction of a decision tree is an effective 

scheme for grouping of data. This tree uses a top-down 

approach to form a test on each node.[14]. 

 

2.3. Naive Bayes Classifier 
Naïve Bayes is a data mining method that displays success in 

classification Naïve Bayes is based on probability theory to 

find the best likely probable categorizations. According to 

Bayesian theorem, the probability of a set of data xt belonging 

to c is based on (1),  

………………………………(1) 

Bayesian classifier computes provisional possibility of an 

example belonging to every class, and based on such 

provisional probability data, the instance is categorized as the 

class with the maximum provisional probability. In 

knowledge expression, it has the excellent interpretability 

same as decision tree, and is able to use previous data to build 

analysis model for classification [15]. 

Advantages/Disadvantages Of Naive Bayes  

2.3.1 Advantages 
1. Fast to train (single scan). Fast to classify.  

2. Not sensitive to irrelevant features 

3. Handles real and discrete data 

4. handles streaming data well 

2.3.2 Disadvantages 
1. Assumes independence of features. 

3. FAST ALGORITHIM  
In our proposed FAST   algorithm, it involves following steps: 

1) Creation of the minimum spanning tree by using a 

weighted complete graph;  

2) Distributing of the MST into a forest where each tree 

represents cluster. 

3) Selection of representative  features  from  the  clusters. 

 

INPUT: D (F1,F2……….Fm,C) 

Ɵ=Threshold 

OUTPUT:S=Set of selected feature subset 

           Step 1:   For i=1 to m  

1. T-relevance=SU(Fi ,C) 

2. If T-relevance > Ɵ then 

3. S=S U { Fi } 

4. Create spanning tree by using prims 

algorithm 

5. Make partition of tree to choose typical 

features. 

Step 2: We get certain feature set. 

4. SYSTEM ARCHITECTURE 
Architecture of our system is as shown in below figure. Here 

we have taken KDD99 dataset as a input, then dataset is 

divided into 2 parts labeled and unlabeled dataset. On labeled 

dataset we are applying symmetric uncertainty with respect to 

each feature and we will find relevance of feature then we will 

generate spanning tree by using FAST algorithm of feature 

selection. On unlabeled dataset we are applying constraint 

selection algorithim.Therefore we are selecting only selected 

features. By using that features we can discover whether there 

is attack or not with the help of fuzzy ARTMAP classifier. 

Figure 1. Proposed System Architecture 
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5. RESULTS 

5.1. Comparison of ARTMAP with and 

without feature selection 
Following figure shows comparison between ARTMAP with 

feature selection and ARTMAP Without feature selection in 

terms of classification accuracy

. 

 

Figure 2: Comparison of ARTMAP with feature selection and without feature selection 

 

5.2 Comparison of ARTMAP classifier with 

other classifier (ie. SVM) 
Following figure shows comparison between ARTMAP with 

other classifier. Here ARTMAP is compared with SVM for 

accuracy. It has been observed that ARTMAP shows more 

accuracy as compare to SVM. 

 

 

Figure 3 . Comparison of ARTMAP with other classifier(i e SVM) 
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5.3 Accuracy Of ARTMAP & NB 

Algorithm With FAST 

FeatureSelectionAlgorithm 

 

 

To evaluate performance of proposed FAST algorithm is 

compared with 2 other classifier like NB, C4. 

Sr.No Classifier Original Dataset Reduced Dataset 

1 ARTMAP 74.3% 93.5% 

2 NB 90.1% 90.3% 

3 C4.5 97.5% 97.7 % 

Table 1: Performance of ARMAP, NB, C4.5 classifier with and without feature selection 

6. CONCLUSION & FUTURE 

ENHANCEMENT 
Thus we have proposed method of FAST algorithm with 

fuzzy ARTMAP which is used to reduce high dimensional 

data and within less time it will give accurate results which 

we are using to detect intrusion has occurred or not. 

Data reduction technique is very useful because if we are 

getting same results within less time then why to process such 

huge amount of data and wasting processing capability. 

We have compared the performance of FAST algorithm with 

naïve Bayes and c4.5.It has been observed that FAST 

algorithm gives more accuracy than any other classifier. In 

future alternative classifier can be chosen for classification so 

that it may increase performance. 
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