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ABSTRACT
In recent decades, considerable research efforts have been devoted to using machine learning or data mining techniques to automatically discover the parameters in multi-objective functions. Among these techniques, the genetic algorithms have been recognized to be particularly powerful in multi-objective problems. Genetic algorithms play a significant role, as search techniques for handling complex spaces in many fields. These algorithms are based on the underlying genetic process and are optimization algorithms based on the mechanics of natural genetics and natural selection.

Initially, the search space solutions are coded using the binary alphabet for a discrete search space. Even though the underlying objective function is a continuous function, genetic algorithms convert the search space into discrete set of points. In order to obtain the optimum point with a desired accuracy, strings of sufficient length need to be chosen. Genetic algorithms have also been developed to work directly with continuous variables (instead of discrete variables). In such genetic algorithms, binary strings are not used. Instead, the genes of chromosome are represented as real numbers directly. In such algorithms the solutions are very close to the natural formulation.

In this paper, an Evolutionary Algorithm is developed for identifying the important parameters essential for the multi-objective problem. The main three operators—reproduction, cross-over and mutation are used to create new population of points. The new population is further evaluated and tested for termination criterion. If the termination criterion is not met, the population is iteratively operated by the above three operators and evaluated. This procedure is continued until the termination criterion is met. In reproduction operation, the rank-based elitism roulette wheel selection scheme is adopted. In cross-over operation, a specific cross over operator for this problem is used. In mutation operation, the random substitution method is used. A computer program for this Evolutionary Algorithm is developed for identifying the important parameters essential for the multi-objective problem. This algorithm is tested by number of cases.
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1. INTRODUCTION
Real-world optimization problems often involve a number of characteristics, which make them difficult to solve up to a required level of satisfaction. Those characteristics are

- Existence of mixed type of variables (such as Boolean, discrete, integer and real)
- Existence of non-linear constraints
- Existence of multiple conflicting objectives
- Existence of multiple optimum solutions
- Existence of stochasticities and uncertainties in describing the optimization problem

In recent decades, considerable research efforts have been devoted to using machine learning or data mining techniques to automatically discover useful medical knowledge and rules [2-3]. Among all these techniques, the genetic algorithms have been identified as powerful in medical diagnosis. Genetic algorithms mimic the principles of natural genetics and natural selection to constitute search and optimization procedures.

In this paper, an Evolutionary Algorithm is developed for identifying the important parameters essential for the multi-objective problem. In section 2, the multi-objective genetic algorithm is discussed. In section 3, developed computer program for this algorithm is discussed. The conclusions are summarized in section 4.

2. MULTI-OBJECTIVE GENETIC ALGORITHM
Initially, in the genetic algorithms, the search space solutions are coded using the binary alphabet for a discrete search space. Even though the underlying objective function is a continuous function, genetic algorithms convert the search space into discrete set of points. In order to obtain the optimum point with a desired accuracy, strings of sufficient length need to be chosen.

Genetic algorithms have also been developed to work directly with continuous variables (instead of discrete variables). In such genetic algorithms, binary strings are not used. Instead, the genes of chromosome are represented as real numbers directly. In such algorithms the solutions are very close to the natural formulation.

The algorithm will be stopped when the number of iterations exceeds a threshold. It will also be terminated when all the instances of data base is recognized.

2.1 Generation of population
The evolution usually starts from a population of randomly generated individuals and happens in generations. The population of abstract representations is called chromosomes [4]. The randomly selected chromosome is represented by an array of matrix as follows-

\[ X = [x_{pq}] \]
Where, \( i = 1 \) to \( m \) randomly selected chromosome  
\( p = \) number of parameters  
\( q = \) Number of objectives  
The value of \( X_{pq} \) varies between -1 to +1.

### 2.2 Evaluate the Chromosome  
(Fitness Function)

Each chromosome in the population has an associated fitness to determine which chromosomes are used to form new ones in the competition process, which is called \textit{selection or reproduction} [5]. In multi-objective problem, it corresponds to the number of correct identification of the given number of objectives over the whole data set.  
The fitness value of a chromosome  
\[
F(X_i) = \sum_{i=1}^{d} \frac{(IF)_i}{N}
\]
where,  
\( N = \) Total number of dataset  
\( IF = \) Indication function  
Data set is represented by-  
\( d_j = \{d_1, d_2, d_3, \ldots, d_j\}, \) where \( j = 1 \) to \( N \)  
Correct identification is given by-  
\[
\text{IF} = \begin{cases} 
1 & \text{IF=1} \\
0 & \text{Otherwise IF = 0} 
\end{cases}
\]

### 2.3 Genetic Algorithm Operations

After calculating the fitness value of all the chromosomes of the population as per the method mentioned above, the population is then operated by three main operators- 
\textit{reproduction, crossover and mutation}- to create a new population of points. The new population is further evaluated and tested for termination. If the termination criterion is not met, the population iteratively operated by the above three operators and evaluated. This procedure is continued until the termination criterion is met. One cycle of these operations and the subsequent evaluation procedure is known as a generation in genetic algorithm terminology.

#### 2.3.1 Reproduction Operation

In reproduction or selection stage, good chromosomes from the population are selected and a mating pool is formed. In this above average chromosomes are picked from the current population and their multiple copies are inserted in the mating pool. The commonly used reproduction operator is the proportionate reproduction operator where the chromosome is selected for the mating pool with a probability proportional to its fitness. To implement this scheme, a \textit{roulette-wheel strategy} [6] is used.

The probability of selection of a \( i^{th} \) chromosome is given by-  
\[
p_i = F_i / \sum_{j=1}^{n} F_j
\]
where, \( n \) is a population size.

#### 2.3.2 Crossover Operation

Since the real encoding is adopted in this study, the standard crossover operation for the binary encoding method cannot be used. Therefore, new and efficient crossover operators [6] have been designed so that search along variable is also possible.

Let us consider \( C_i^{(j)} \) and \( C_i^{(k)} \) values of design variables \( C_i \) in two parent chromosomes \( j \) and \( k \). The crossover between these two values will produce the following new value-  
\[
C_i^{\text{new}} = (1 - \lambda) * C_i^{(j)} + \lambda * C_i^{(k)}
\]
The parameter \( \lambda \) is a random value between zero and one and the operator “*” denotes the element by element matrix multiplication. This equation calculates a new values of chromosomes \( C_i^{(j)} \) and \( C_i^{(k)} \). This calculation is performed for each chromosome participating in crossover operation, under certain crossover probability.

#### 2.3.3 Mutation Operation

A crossover operator is mainly responsible for the search of new chromosomes, even though a mutation operator is also used for this purpose. The need for mutation is to create a point in the neighborhood of the current point thereby achieving a local search around the current solution. The mutation is also used to maintain diversity in the population.

In this problem, the random substitution method for mutation operation is used. That is chromosome chosen to mutate is replaced randomly by a new chromosome with certain mutation probability.

### 3. COMPUTER PROGRAM

A computer program is developed to find out the best chromosome and the important parameter for the multi-objective evolutionary algorithm. This program is developed with Wamp Server and Server Configuration Apache Version: 2.2.17 PHP; Version :5.3.5 and showed in fig. 1 to 3.
Fig 1: Genetic Algorithm Platform

Real Coded Genetic Algorithm Platform

Fig 2: Data Set with Goals and parameters

Real Coded Genetic Algorithm Platform

<table>
<thead>
<tr>
<th>Sr. No</th>
<th>X1</th>
<th>X2</th>
<th>X3</th>
<th>X4</th>
<th>X5</th>
<th>Goal Name</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0.5</td>
<td>0</td>
<td>0.5</td>
<td>G1</td>
</tr>
<tr>
<td>2</td>
<td>0</td>
<td>1</td>
<td>0.5</td>
<td>1</td>
<td>0</td>
<td>G2</td>
</tr>
<tr>
<td>3</td>
<td>1</td>
<td>0</td>
<td>0.5</td>
<td>1</td>
<td>0</td>
<td>G1</td>
</tr>
<tr>
<td>4</td>
<td>0.5</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>G2</td>
</tr>
<tr>
<td>5</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0.5</td>
<td>0</td>
<td>G3</td>
</tr>
</tbody>
</table>
4. CONCLUSIONS

The genetic algorithm as mentioned above in section 2 is applied to the diagnosed database. The gene value of fittest chromosome indicates the importance of the parameter. Higher the value of gene, higher will be the importance of the parameter. The interpretation of the gene value is largely agreed by the experts.
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