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ABSTRACT
Cloud computing is a rapidly growing area. Cloud Computing offers utility-oriented IT services to the users worldwide over the internet. As compared to grid computing, the problem of resource management is transformed into resource virtualization and allocations. Effective scheduling is a key concern for the execution of performance driven applications, such as workflows in dynamic and cost-driven environment including clouds. In case of Cloud computing, issues such as resource management and scheduling based on users’ QoS constraints are yet to be addressed especially in the context of workflow management systems. In cloud, the users submit their workflows along with some QoS constraints like deadline, budget, trust, reliability etc. for computation. In this paper, we are considering the two constraints: deadline and budget. We propose Deadline and Budget distribution-based Cost-Time Optimization (DBD-CTO) workflow scheduling algorithm that minimizes execution cost while meeting timeframe for delivering results and analyze the behavior of the algorithm.
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1. INTRODUCTION
Cloud computing has emerged as a new large-scale distributed computing paradigm that provides a dynamically scalable service delivery and consumption platform facilitated through virtualization of hardware and software with the provision of consuming various services on demand over the internet[1]. For cloud computing based services, users consume the services when they need to, and pay only for what they use. Cloud Computing delivers three kinds of services: Infrastructure as a Service (IaaS), Platform as a Service (PaaS) and Software as a Service (SaaS). These services are available to user in a Pay-per-use-on demand model [2].

Many cloud applications require workflow processing in which tasks are executed based on their control or data dependencies. As workflow scheduling is a well-known NP-complete problem [3], many heuristic and meta-heuristics methods have been proposed for distributed systems like grids [4]. For a utility service like cloud computing, pricing is dependent on the level of Quality of Service (QoS) offered. Typically service providers charge higher prices for higher QoS. Therefore, users may not always need to complete workflows earlier than they require. Instead, they prefer to use cheaper services with lower QoS that are sufficient to meet their requirements [5]. As a result, few of Cloud workflow management systems with scheduling algorithms have been developed by several projects. However, scheduling workflows based on users’ QoS requirements (e.g. deadline and budget) has been given very little attention in these existing Cloud workflow management systems [6,7].

In this paper, we propose DBD-CTO workflow scheduling algorithm for cloud environment. The objective of the proposed scheduling algorithm is to develop workflow schedule such that it minimizes the execution cost and yet meet the time constraints imposed by the user. In order to solve scheduling problems efficiently, we partition workflow tasks. Along with workflow partition, the deadline and budget constraint assignment strategy is also discussed to distribute the overall deadline and budget over each partition [8].

The remainder of the paper is organized as follows. Section 2 provides an overview of the workflow management system for cloud. Our proposed workflow scheduling algorithm is described in Section 3. Experimental details and simulation results are presented in Section 4. Finally, we conclude the paper in Section 5.

2. WORKFLOW MANAGEMENT SYSTEM
Figure 1 represents the architecture of a Cloud Workflow Management System (WfMS) [9]. The components of the workflow management system are discussed below:

A. User Interface
The workflow management system allows the user to specify their requirements along with the descriptions of tasks and their dependencies using the workflow specification. The user will submit the workflow along with required QoS parameters through a web portal.

B. Plug-in Components
The plug-ins support workflow executions on different environments and platforms. These are used for querying task and data characteristics, transferring data to and from resources (e.g., transfer protocol implementations, and storage and replication services), monitoring the execution status of tasks and applications (e.g., real-time monitoring GUIs, logs of execution, and the scheduled retrieval of task status), and measuring energy consumption [9]. The broker, which is acts as an intermediate between users and service provider, discovers the available resources from different service providers with the help of these plug-in’s. The broker then prepares a list of different resources (services)
for each task of workflow system that are able to execute particular task based upon the QoS provided by the user. The broker gets the estimated time and cost of each task on different services and then decides where to execute a particular task.

C. Service Provider/ Resources

The resources are at the bottom layer of the architecture and include clusters, global grids, and clouds. The WfMS has plug-in components for interacting with various resource management systems present [9].

![Workflow Management System](image)

**Figure 1: Architecture of Cloud Workflow System [9]**

3. WORKFLOW DISCRITION

We model a workflow application as a Directed Acyclic Graph (DAG). Let T be the finite set of tasks Ti and let A be the set of directed arcs of the form (Ti, Tj), where Ti is called the parent task of Tj and Tj is called the child task of Ti. We assume that a child task cannot be executed until all of its parent tasks are completed [10]. Let B be the cost constraint (Budget) and D be the time constraint (Deadline) specified by the users for workflow execution.

Let m be the total number of services available. There is a set of services Si that are capable of executing a particular task Ti. Each arc A of DAG is labeled with two numbers. First number represents the data transmission time (in sec) and second one represents that data transmission cost (in $). We denote tij as the sum of processing time and data transmission time and cij as the sum of the service price and data transmission cost for processing Ti on the service Si. The scheduling problem is to map every Ti onto a suitable service Si to minimize the execution cost of the workflow and complete it within the budget B and deadline D given by the user [11].

4. PROPOSED DBD-CTO SCHEDULING ALGORITHM

The steps of the proposed DBD-CTO scheduling algorithm are listed below:

**Step1.** Discover available services and request QoS parameters of services for every task.

**Step2.** a) Group workflow tasks into task partitions: We categorize workflow tasks to be either a synchronization task or a simple task. A synchronization task is defined as a task which has more than one parent or child task. Rests of the task are known as simple task. The workflow is partitioned such that a set of simple tasks that are executed sequentially between two synchronization tasks [12].

b) Estimates the minimum execution time and cost for each task from the available set of services.

c) Calculate the total expected completion time by summing the data processing time and minimum execution time.

d) Like in step 2 (c), total expected cost is calculated.

e) If values, calculated in (c) and (d) are less than the deadline (D) and budget (B) provided by the user, only then workflow will be executed otherwise not.

**Step3.** a) Distribute user’s overall deadline and budget into every task partition. The overall deadline and budget is divided over task partitions in proportion to their minimum processing time and processing cost respectively calculated in step 2 (b).

The deadline and budget is distributed according to the following rule:

The execution times of tasks in workflows vary; some tasks may only need 20 minutes to be completed, and some others may need at least one hour. Thus, the deadline and budget distribution for a task partition should be based on its execution time and processing cost. Since there are multiple possible processing times and processing cost for every task, we use the minimum processing time and minimum processing cost to distribute the deadline and budget respectively.

b) Sort the all service lists in decreasing order of their cost.

**Step4.** Choose a service to execute particular task from the list so that processing cost and execution time should be less than the partition’s deadline and budget value for that task.

**Step5.** Repeat the step 4 until all tasks within all partitions have been scheduled.

5. EXPERIMENT AND SIMULATION RESULT

We had developed our own simulating programme in JAVA and randomly generate the workflows and perform the above said algorithm over them. For the workflow, we created a list of three services for each task of the workflow. The scheduler that is implemented in the broker part calls DBD-CTO to choose a particular service such that overall workflow execution should be in deadline and budget constraints specified by the user.
The figure 2 shows one of the workflow used for simulation. The number present in bracket of each node represent the length of particular task in MI. Each edge is labeled with data transmission time (in Secs) and data transmission cost (in $) between two tasks.

![Figure 2: Workflow 1](image)

When DBD-CTO is called, the workflow is partitioned into sub parts. For workflow1, three partitions are created. Partition one consists of task 2, partition 2 consists of task 3 and 5 and partition 3 consists of single task 4.

So, here task 1 and 6 are synchronous tasks and rest are simple one.

The table 1 shows the available set of services for task 1. In the same fashion, the scheduler creates the lists for all tasks.

<table>
<thead>
<tr>
<th>Service ID</th>
<th>MIPS rating</th>
<th>Processing Time(Sec)</th>
<th>Cost ($)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>500</td>
<td>20</td>
<td>6</td>
</tr>
<tr>
<td>2</td>
<td>1000</td>
<td>10</td>
<td>12</td>
</tr>
<tr>
<td>3</td>
<td>2000</td>
<td>5</td>
<td>18</td>
</tr>
</tbody>
</table>

Table 2 shows the simulation result for five workflows.

<table>
<thead>
<tr>
<th>Workflow</th>
<th>Execution Time(Sec)</th>
<th>Execution Cost($)</th>
<th>User’s Value</th>
<th>Deadline</th>
<th>Budget</th>
</tr>
</thead>
<tbody>
<tr>
<td>Workflow 1</td>
<td>29</td>
<td>108</td>
<td>100</td>
<td>150</td>
<td></td>
</tr>
<tr>
<td>Workflow 2</td>
<td>37</td>
<td>72</td>
<td>90</td>
<td>100</td>
<td></td>
</tr>
<tr>
<td>Workflow 3</td>
<td>58</td>
<td>108</td>
<td>120</td>
<td>150</td>
<td></td>
</tr>
<tr>
<td>Workflow 4</td>
<td>53</td>
<td>84</td>
<td>110</td>
<td>120</td>
<td></td>
</tr>
<tr>
<td>Workflow 5</td>
<td>30</td>
<td>120</td>
<td>120</td>
<td>200</td>
<td></td>
</tr>
</tbody>
</table>

Figure 3 & 4 shows the graph between varying budget and execution time and execution cost respectively for the workflow 1 for the fixed deadline of 100 sec. The x-axis shows the different budget values and y-axis shows the corresponding execution time and execution cost values. It is clear from the figure 3 & 4, that when budget is very low like 50, the scheduler is choosing the cheaper services that take more time to execute the particular task. But when budget is higher, the same task is executed on costlier services within less time. So, as the budget value increases, the execution time decreases and cost increases within the same deadline.

![Figure 3: Execution Time vs Budget at deadline 100s](image)

![Figure4: Execution cost vs Budget at deadline 100s](image)

6. CONCLUSION AND FUTURE WORK

In this paper, we presented a Deadline and Budget distribution based Cost and Time optimization workflow scheduling algorithm that minimizes the cost and time of execution while meeting the deadline and budget constraint specified by the user. We also described workflow partitioning and overall deadline and budget partitioning optimized execution planning and efficient run-time rescheduling. In the future, we will extend our algorithm to support real time workflows and will compare our algorithm with the existing available techniques.
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