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ABSTRACT 

Soft computing techniques are widely used in malware detection 

in these days. These techniques have the ability of learning from 

the past incidences and can categories normal and abnormal 

behaviour. In this paper we have reviewed various soft 

computing techniques. A review of application of these soft-

computing techniques in malware detection has also been 

presented in this paper. Despite so much research, techniques 

with good accuracy and low false alarm rate are still needs 

attention.    

Keywords 

malware, malware detection, soft computing, machine learning, 

anomaly detection. 

1. INTRODUCTION 
Malware includes viruses, worms, trojan horses, spy-ware, and 

adware. A virus is a computer program that attaches itself to a 

host (e.g., a program file or a hard disk boot record) and spreads 

when the infected host is moved to a different computer. In 

August 2010, Postini [1] blocked 188 million viruses. A worm is 

a computer program that can replicate itself and spread across a 

network. A trojan horse appears to be a legitimate computer 

program but has malicious code hiding inside which runs when 

activated. Spy-ware is malware that collects and sends data 

copied from the victim‘s computer, such as financial data, 

personal data, passwords, etc. Adware, or advertising- supported 

software, is a computer program that automatically displays ads.  

In recent years, network attacks are easy to launch since the 

tools to execute the attack are freely available on the Internet. 

Even the novice script users can initiate a sophisticated attack 

with basic knowledge on network and software technology. To 

overcome this matter, Intrusion Detection System (IDS) has 

been used as a vital instrument in defending the network from 

this malicious activity. With the ability to analyse network 

traffic and recognize incoming and on-going network attack, 

majority of network administrator has turn to IDS to help them 

in detecting anomalies in network traffic [2]. An intrusion 

detection system dynamically monitors the events taking place 

in a system, and decides whether these events are symptomatic 

of an attack or constitute a legitimate use of the system. Figure 1 

shows the basic components of IDS. Intrusion model is the 

component which process information for malware detection. 

Various soft computing and machine  learning approaches are 

employed in intrusion model for detection of possible attacks. 

This paper is divided into four different sections. Section-I gives  

 

the introduction of the topic. Section-II gives the review of soft 

computing and machine learning techniques. Various soft- 

 

computing techniques adopted for malware detection have been 

reviewed in section-III. Finally, in section-IV conclusion and 

future scope in the area of applying soft-computing to detect 

malware have discussed.   

Fig.1. A typical Intrusion detection system 

2. SOFT COMPUTING AND MACHINE 

LEARNING 
Soft computing embraces several computational intelligence 

methodologies, including artificial neural networks, fuzzy logic, 

evolutionary computation, probabilistic computing, and recently 

it is extended towards artificial immune systems, belief 

networks, etc. These members neither are independent of one 

another nor compete with one another. Rather, they work in a 

cooperative and complementary way. There are various soft 

computing and machine learning techniques which are used in 

malware detection.  Some of popular techniques are: 

2.1 Artificial Immune System (AIS) 
has drawn significant attention as a potential source of 

inspiration for novel approaches to solve complex computational 

problems. AIS has feature like highly distributed, adaptive, and 

self-organizing in nature. Using learning, feature extraction, and 

pattern recognition, it offers rich metaphors for its artificial 

counterpart. Unlike other engineered systems, AISs require both 

immunology and engineering to learn from each other through 

working in an interdisciplinary manner. A collaborative effort of 
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several interdisciplinary research scientists has produced a 

prolific amount of immune inspired algorithms by extracting or 

gleaning useful mechanisms from the immune system theories, 

processes and elements [3]. 

2.2 Fuzzy Set 
Fuzzy logic, as a means of modelling the uncertainty of natural 

language, constructs more abstract and flexible patterns for 

intrusion detection, and thus greatly increases the robustness and 

adaptation ability of detection systems. Two research directions 

are currently active in the fuzzy logic area: (i) algorithms with 

learning and adaptive capabilities with the purpose of 

automatically designing fuzzy rules. Popular methods includes 

association rules, decision trees, evolutionary computation, and 

artificial neural networks; (ii) to enhance the understand-ability 

and readability of some machine learning algorithms, such as 

Support Vector Machine (SVM) or Hidden Markov Model 

(HMM). The use of fuzzy logic smooths the abrupt separation of 

normality and abnormality [4]. 

2.3 Artificial Neural Network (ANN) 
learns to predict the behaviour of the various users and daemons 

in the system. If properly designed and implemented, ANN have 

the potential to address many of the problems encountered by 

rule-based approaches. The main advantage of ANN is their 

tolerance to imprecise data and uncertain information and their 

ability to infer solutions from data without having prior 

knowledge of the regularities in the data. This in combination 

with their ability to generalize from learned data has made them 

an appropriate approach to Intrusion Detection (ID). In order to 

apply this approach to ID, it is required to introduce data 

representing attacks and non-attacks to the ANN to adjust 

automatically coefficients of this Network during the training 

phase. ANN can be used in supervised or unsupervised ways [5]. 

2.4 Decision Tree 
are powerful and popular tool for classification and prediction. 

A decision tree has three main components: nodes, arcs and 

leaves. Each node is labelled with a feature attribute which is 

most informative among the attributes not yet considered in the 

path from the root. Each arc out of a node is labelled with a 

feature value for the node‘s feature and each leaf is labelled with 

a category or class. A decision tree can then be used to classify a 

data point by starting at the root of the tree and moving through 

it until a leaf node is reached. The leaf node would then provide 

the classification of the data point [5]. 

2.5 Support Vector Machine (SVM) 
represent a relatively new supervised learning technique suitable 

for solving classification problems with high dimensional 

feature space and small training set size. Although the basic 

technique was conceived for binary classification, several 

methods for single and multi-class problems have been 

developed. Being a supervised method, it relies on two phases: 

during the training phase, the algorithm ‗‗acquires  knowledge‖ 

about the classes by examining the training set that describes 

them. During the evaluation phase, a classification mechanism 

examines the evaluation set and associates its members to the 

classes that are available. During the training phase, the target of 

the algorithm is the estimation of boundaries between the classes 

described by the samples in the training sets. To describe the 

method with a very simple example one can think of a two class 

problem where a single regular surface perfectly divides the 

features space in two regions, each one fully representative of 

the corresponding class. Then an exact boundary can be 

determined and no errors will be reported during the 

classification phase. This is not always possible and a trade-off 

between the complexity of the boundary and the error rate must 

be chosen. The usefulness of SVM has been already 

demonstrated in several fields: like pattern recognition, where it 

can provide optimal statistical classification by means of 

properly chosen decision functions. SVM have recently been 

applied to identify and counter network DoS attacks showing 

very high accuracy [6]. 

2.6 Other Soft Computing Techniques 
There are many soft computing based techniques like Genetic 

algorithms, Evolutionary algorithms, Swarm intelligence based 

techniques which can also be used for malware detection [7]. 

3. SOFT COMPUTING IN MALWARE 

DETECTION 
Malwares detection can be broadly classified in to three 

categories: 

 Misuse/signature Detection 

 Anomaly Detection 

 Hybrid Detection 

3.1 Misuse/signature Detection 
Signature-based detection schemes recognize intrusions by 

matching observed data with predefined descriptions of intrusive 

behavior. Therefore, assign a signature database corresponding 

to known attacks is specified a priori [8]. Researchers have 

developed many techniques based on signature. Some are: 

3.1.1 Signature Verification with SVM 
Network-based length-based signature generator (LESG) is 

designed for the worms exploiting buffer overflow 

vulnerabilities. The signatures generated are intrinsic to buffer 

overflows, and are very difficult for attackers to evade. They 

further prove the attack resilience bounds even under worst-case 

attacks with deliberate noise injection [9]. 

3.1.2 Signature tree generation 
Network-based signature generation (NSG) has been proposed 

as a way to automatically and quickly generate accurate 

signatures for worms, especially polymorphic worms. An NSG 

system, PolyTree, defends against polymorphic worms. 

Signatures from worms and their variants are relevant and a tree 

structure can properly reflect their familial resemblance. Hence, 

in contrast to an isolated view of generated signatures in 

previous approaches, PolyTree organizes signatures extracted 

from worm samples into a tree structure, called signature tree, 

based on the formally defined ―more specific‖ relation of 

simplified regular expression signatures. PolyTree is composed 

of two components: signature tree generator and signature 

selector [10]. 

3.1.3 Logical expression testing criteria 
Decision Support has problems in accurately identifying attacks. 

Therefore, it is important to precisely find out conditions under 

which IDSs accurately identify attacks or fail to do so. However, 

no systematic approach has so far been defined and used to 

study this problem. Recognizing that signatures in essence 
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provide the specification of an IDS engine, studying the 

accuracy of an IDS engine becomes a black-box testing problem 

[11]. 

3.1.4 F-Sign 
      F-Sign is designed for automatic extraction of unique 

signatures from malware files. It is primarily intended for high-

speed network traffic filtering devices that are based on deep-

packet inspection. Malicious executable is analysed using two 

approaches: disassembly, utilizing IDA-Pro, and the application 

of a dedicated state machine in order to obtain the set of 

functions comprising the executable. The signature extraction 

process is based on a comparison with a common function 

repository. By eliminating functions appearing in the common 

function repository from the signature candidate list, it can 

minimize the risk of false-positive detection errors. To minimize 

false-positive rates even further, it proposes intelligent candidate 

selection using an entropy score to generate signatures. [12] 

3.1.5 Bayesian Network 
are used for intrusion detection in computer networks. Bayesian 

system for intrusion detection (Basset) extends functionality of 

Snort, an open-source network intrusion detection system 

(NIDS), by incorporating Bayesian networks as additional 

processing stages. The flexible nature Bayesian network allows 

it to be used both for misuse-based and anomaly-based detection 

process. The ultimate goal is to provide better detection 

capabilities and less chance of false alerts by creating a platform 

capable of evaluating Snort alerts in a broader context – other 

alerts and network traffic in general. [13]. 

3.1.6 Semantic aware signature generation 
String extraction and matching techniques have been widely 

used in generating signatures for worm detection, but how to 

generate effective worm signatures in an adversarial 

environment still remains a challenging problem. For example, 

attackers can freely manipulate byte distributions within the 

attack payloads and thus inject well-crafted noisy packets to 

contaminate the suspicious flow pool. Semantics Aware 

Statistical (SAS) algorithm have been proposed for automatic 

signature generation. When SAS processes packets in a 

suspicious flow pool, it uses data flow analysis techniques to 

remove non-critical bytes. Hidden Markov model (HMM) is 

further used to the refined data to generate state-transition-

graph-based signatures. [14]. 

3.2 Anomaly Detection 
Anomaly Intrusion Detection (ID‘s) strategy considers abnormal 

behaviour is rare and tries to model normal rather than 

anomalous behaviour. These detectors generate an anomaly 

alarm whenever the deviation between a given observation at an 

instant and the normal behaviour exceeds a predefined 

threshold. Another possibility is to model the ―abnormal‖ 

behaviour of the system and to raise an alarm when the 

difference between the observed behaviour and the expected one 

falls below a given limit [8]. Researchers do a lot of work in 

anomaly detection. In [15], a system is proposed for new 

extracted features for host-based intrusion detection based on 

three viewpoints of system activity such as dimension, structure, 

and contents. Specification based anomaly detection technique 

allows automatic development of the normal and abnormal 

behavioural specifications in a form of variable-length patterns 

classified via anomaly-based approach. Specifically, they use 

machine-learning algorithm to classify fixed-length patterns 

generated via sliding window technique to infer the 

classification of variable length patterns from the aggregation of 

the machine learning based classification results [16]. Sequential 

anomaly detection based approach is used on temporal-

difference learning [17] A novel approach to network-based 

anomaly detection based on the analysis of non-stationary 

properties and ―hidden‖ recurrence patterns occurring in the 

aggregated IP traffic flows. In the observation of the above 

transition patterns for detecting anomalous behaviours, Authors 

in [18] adopted recurrence quantification analysis, a nonlinear 

technique widely used in many science fields to explore the 

hidden dynamics and time correlations of statistical time series.  

In [19], a scheme is introduced to achieve early attack detection 

and filtering for the application-layer-based DDoS attack. An 

extended hidden semi-Markov model is proposed to describe the 

browsing behaviours of web surfers. In order to reduce the 

computational amount introduced by the model‘s large state 

space, a novel forward algorithm is derived for the online 

implementation of the model based on the M-algorithm. Entropy 

of the user‘s HTTP request sequence fitting to the model is used 

as a criterion to measure the user‘s normality. In [20], two 

different approaches are presented to characterize traffic: (i) a 

model-free approach based on the method of types and Sanov‘s 

theorem, and (ii) a model-based approach modelling traffic 

using a Markov modulated process. Using these 

characterizations as reference traffic is continuously monitored 

and large deviations is used and decision theory results to 

―compare‖ the empirical measure of the monitored traffic with 

the corresponding reference characterization, thus, identifying 

traffic anomalies in real-time. The model checking is used —a 

well-established software verification technique—for proactive 

malware detection.  A tool is used that extracts an annotated 

control flow graph from the binary and automatically verifies it 

against a formal malware specification [21]. In [22], reputation 

establishment—one for systems solely consisting of smart 

insiders and the other for systems in which both smart insiders 

and naïve attackers are present is proposed .Some other 

techniques proposed by researchers are Feature-Aided Tracking 

with Hidden Markov Models [23]. Histogram-Based Traffic 

Anomaly Detection [24]. Anomaly Detection through a 

Bayesian Support Vector Machine [25]. Bivariate parametric 

detection mechanism (bPDM) that uses a sequential probability 

ratio test, allowing for control over the false positive rate while 

examining the trade-off between detection time and the strength 

of an anomaly [26]. Transaction-Pattern-Based Anomaly 

Detection Algorithm for IP Multimedia Subsystem [27]. 

BrowserGuard is a Behaviour-Based Solution to Drive-by-

Download Attacks [28]. Out of proposed techniques some are 

statistical based on univariate, multivariate and time series 

model. Some techniques are knowledge based like Finite state 

machine (FSM), description language, expert system etc. Some 

techniques are machine learning based like Bayesian network, 

markov model, neural network, fuzzy logic genetic algorithm, 

clustering and outlier detection etc. [29][30]In [31], an approach 

of integrating Data Mining and Natural Language Processing, 

namely, the N-Gram_Square root Term Frequency-Inverse 

Document Frequency (N-Gram_STF-IDF) is proposed in order 

to detect masquerading.In [32], researcher suggests hierarchical 

hidden Markov model (HHMM) is used to represent a temporal 

profile of normal behaviour in a computer system. In [33], 

HMMPayl, an Intrusion detection System (IDS) is proposed, 
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where the payload is represented as a sequence of bytes, and the 

analysis is performed using Hidden Markov Models (HMM). In 

[34] a system based on the receiver operating characteristic 

(ROC) is proposed to efficiently adapt ensembles of HMMs 

(EoHMMs) in response to new data, according to a learn-and-

combine approach. When a new block of training data becomes 

available, a pool of base HMMs is generated from the data using 

a different number of HMM states and random 

initializations.Fuzzy measures and fuzzy sets are used in [35] to 

design simple and robust alert aggregation algorithms for 

reducing false positives in anomaly detectors through fuzzy alert 

aggregation.  In [36], an approach, called FC-ANN, based on 

ANN and fuzzy clustering is used to solve the problem and help 

IDS achieve higher detection rate, less false positive rate and 

stronger stability. The general procedure of FC-ANN is as 

follows: firstly fuzzy clustering technique is used to generate 

different training subsets. Subsequently, based on different 

training subsets, different ANN models are trained to formulate 

different base models. Finally, a meta-learner, fuzzy aggregation 

module, is employed to aggregate these results. In [37], artificial 

immune system and genetic algorithm based approaches are  

suggested like vEye, a behavioural foot printing for self-

propagating worm detection and profiling, A method for 

utilizing a genetic algorithm for sparse trees to detect anomalies, 

using genetic algorithm for the meta-learning step, on labelled 

vectors of statistical classifiers is proposed in [38]. Each of the 

statistical classifiers was a 2-bit binary encoding of the 

abnormality of a particular feature, ranging from normal to 

dangerous. In [39], researcher use decision tree based light 

weight intrusion detection using a  wrapper approach and then a 

neuro tree model is employed as the classification engine.In 

[40], nearest neighbour based approach is used which is a 

learning model works on the triangle area based nearest 

neighbours (TANN) in order to detect attacks more effectively. 

In [41], genetic weighted KNN (K-nearest-neighbour) classifiers 

is used for anomaly detection. In [42], weighted k-nearest-

neighbour classifiers are also used in anomaly detection systems 

for Denial-of-Service attacks in real time. 

3.3 Hybrid Detection 
Signature based detection system can only detect attacks which 

are known to system and signatures are defined. Anomaly based 

detection has higher False-Positive rate. These techniques can be 

combined to give better results. This combined technique is 

known as Hybrid detection scheme [8].In [43], a hybrid model is 

used not only to correlate alerts as accurately and efficiently as 

possible but also to be able to boost the model in the course of 

time. The model consists of two parts: (1) an attack graph-based 

method to correlate alerts raised for known attacks and 

hypothesize missed alerts and (2) a similarity-based method to 

correlate alerts raised for unknown attacks which cannot be 

correlated using the first part and also to update the attack graph. 

These two parts cooperate with each other such that if the first 

part could not correlate a new alert, the second part is applied. A 

hybrid model based on improved fuzzy and data mining 

techniques, which can detect both misuse and anomaly attacks is 

proposed in [44]. A combination of misuse detection system 

with anomaly detection system (ADS) is proposed in [45]. The 

hybrid intrusion detection system (HIDS) contains three sub-

modules: misused detection module, anomaly detection module 

and signature generation module. The basis of misused detection 

module is snort. Anomaly detection module is constructed by 

using frequent episode rule. And signature generation module is 

based on a variant of Apriori algorithm. In [46], a hybrid 

intrusion detection system based on protocol analysis and 

decision tree algorithms is presented. Performance evaluation of 

the proposed system is conducted using Generalized Stochastic 

Petri Nets (GSPN). Simulation results show that this hybrid 

system can reach a high detection rate. In [47], an approach of 

combination of DBSCAN with anomaly detection is also 

proposed. 

4. CONCLUSION AND FUTURE SCOPE 
The network data is very large, heterogeneous, highly varying 

and imbalanced. Most of the available machine learning 

approaches developed for uniformly distributed data and doesn‘t 

emphasize on these characteristics of network data that this data 

is not normally distributed in equal classes. As volume of 

network traffic data is very huge and has large number of 

attributes it is practically impossible to run classic machine 

learning algorithm on whole data. Rather sampling, feature 

extraction and selection needs to be performed. But these 

operations may change overall character of data. Some good and 

accurate approaches for feature selection, extraction and 

sampling are required. Real time anomaly detection approaches 

with high accuracy and low false positive rate are required. In 

future, the work can be carried out in this direction. 
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