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ABSTRACT 
Spatial clustering is a process of grouping a set of spatial 

objects into groups, these groups are called clusters. Objects 

within a one cluster show a high degree of similarity, whereas 

the objects in another cluster are as much non-similar as 

possible. Clustering is a very well known technique of data 

mining which is mostly used method of analyzing and 

describing the data. It is one of the techniques to deal with the 

large geographical datasets. Clustering is the mostly used 

method of data mining. SOM and k-means are two classical 

methods for clustering. This paper illustrates the approach of 

clustering: Kohonen SOM and K-Means have been discussed 

and compared using different parameters on same dataset. 

After comparing these methods effectively, results of the 

experiments suggest that Self-Organizing Maps (SOM) is 

more robust to outlier than the k-means method. In this paper, 

experiments have been performed to compare the 

performances of clustering algorithms. 
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1. INTRODUCTION 
A self-organizing map (SOM) is a kind of artificial neural 

network that is trained using unsupervised learning to produce 

a low dimensional typically two dimensional as output. It is 

discretized representation of the input space of the training 

samples, called a map. Self-organizing maps are different than 

other artificial neural networks in the sense that they use a 

neighbourhood function to preserve the topological properties 

of the input space. The main set back of this technique, 

however, is that the number of output nodes is predefined and 

only the adjacent nodes are taken as neighbourhood [8]. SOM 

is a clustering method because it organizes the data in clusters 

(cells of map) such as the instances in the same cell are 

similar, and the instances in different cells are different. In 

this point of view, SOM gives comparable results to state-of-

the art clustering algorithm such as K-Means [11]. SOM is 

also considered as data visualization technique because it 

allows us to visualize data in a low dimensional representation 

space (basically in 2D).  

The Kohonen SOM algorithm is a very powerful tool to 

analyze the data [21]. It was originally designed to model 

organized connections between biological neural networks. It 

was also immediately considered as effective algorithm to 

realize vectorial quantization as well as pertinent 

classification with some properties for visualization [20]. Self-

Organizing Maps (SOMs) have been used in GIScience both 

for clustering georeferenced data and also for the 

spatialization of various non-geographic datasets. The original 

SOM does not take into account the particular role that 

geographic location has in most problems involving the 

clustering of geo-referenced data. In the original SOM 

algorithm, all variables are treated equally. When clustering 

geo-referenced data, spatial location is particularly important, 

since objects that are geographically far away should not be 

clustered together, even if they are similar in all other aspects. 

Although the term “Self-Organizing Map” could be applied to  

number of different approaches, we shall use it as a synonym 

of Kohonen’s Self Organizing Map, or SOM for short, also 

known as Kohonen Neural Networks. These maps are 

primarily used as visualization and analysis tools for high 

dimensional data, but they have been used for clustering, 

dimensionality reduction, classification, sampling, vector 

quantization and data-mining.  

The basic idea of a SOM is to map the data patterns onto n-

dimensional grid of neurons or units. That grid forms the 

output space, as opposed to the input space and where the data 

patterns are. This mapping tries to preserve topological 

relations, i.e., patterns that are close in the input space will be 

mapped to units that are close in the output space, and vice-

versa. So as to allow an easy visualization, the output space is 

usually 1 or 2 D.  

2. RELATED WORK 
Aneetha and Bose [8] proposed a modified Self Organizing 

Map algorithm which initially starts with null network and 

grows with the original data space as initial weight vector, 

updating neighbourhood rules and learning rate dynamically 

in order to overcome the fixed architecture and random 

weight vector assignment of simple SOM. New nodes are 

created using distance threshold parameter and their 

neighbourhood is identified using connection strength and its 

learning rule and the weight vector updation is carried out for 

neighbourhood nodes. The k-means clustering algorithm is 

employed for grouping similar nodes of Modified SOM into k 

clusters using similar measures. 

A comparative study between SOM algorithm and k-means 

algorithms is given by Toor and Singh [11] and they have 

found that Kohonen SOM gives the better performance as 

compare to K-Means with minimum error rate or high 

accuracy, minimum computation time on same data set and 

parameters. 

Different data clustering algorithms has been studied and 

compared by Abbas [1]. These are compared according to the 

factors like size of dataset, type of dataset, number of clusters 

and tool used. The algorithms considered for investigation are 

k-means algorithm, self organizing map algorithm, 

hierarchical clustering algorithm and expectation 

maximization algorithm. Conclusions extracted from 

comparative study of these algorithms belong to the 

performance, quality and accuracy of algorithms. 
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Dhingra et. al. [20] suggests that Kohonen SOM gives better 

performance as compare to K-means. The performance of 

these two algorithms is measured on the basis of different 

parameters. Finally, it can be stated that when tested in a 

completely equal working conditions, Kohonen SOM can be 

considered as an appropriate clustering algorithm for high 

dimensional data set. 

3. EXPERIMENTAL SETUP 

3.1 Data Mining Tool -TANAGRA  
TANAGRA is free DATA MINING software for academic 

and research purposes [25]. It proposes several data mining 

methods from exploratory data analysis, statistical learning, 

machine learning and databases area. TANAGRA is more 

powerful, it contains some supervised learning but also other 

paradigms such as clustering, factorial analysis, parametric 

and nonparametric statistics, association rule, feature selection 

and construction algorithms. 

TANAGRA is an “open source project” as every researcher 

can access to the source code, and add his own algorithms. 

The main purpose of Tanagra project is to give researchers 

and students an easy-to-use data mining software, conforming 

to the present norms of the software development in this 

domain (especially in the design of its GUI and the way to use 

it), and allowing to analyze either real or synthetic data. The 

second purpose of TANAGRA is to propose to researchers an 

architecture allowing them to easily add their own data 

mining methods, to compare their performances [27]. 

TANAGRA acts more as an experimental platform in order to 

let them go to the essential of their work, dispensing them to 

deal with the unpleasant part in the programmation of this 

kind of tools: the data management. The third and last 

purpose, in direction of novice developers, consists in 

diffusing a possible methodology for building this kind of 

software. They should take advantage of free access to source 

code, to look how this sort of software is built, the problems 

to avoid, the main steps of the project, and which tools and 

code libraries to use for. In this way, Tanagra can be 

considered as a pedagogical tool for learning programming 

techniques. 

3.2 Dataset Description 
For performing the comparison analysis we need the past 

project datasets. In this research the researcher considered 

following data set which is available on data repositories. 

These repositories are very helpful for the researchers. This 

data has been directly applied in the data mining tools and 

predict the result. 

Source: KDD cup 99: Shuttle Data set.  

<http://kdd.ics.uci.edu/databases/kddcup99/kddcup99.html> 

Dataset Information: There are approximately 9 attributes all 

of which are numeric, 58000 instances and 1 target class. 

These instances are considered or testing. Some of them will 

be used as an input attributes (continue) and other are used as 

an output attributes. This data set was generated originally to 

extract comprehensible rules for determining the conditions 

under which an autolanding would be preferable to manual 

control of a spacecraft. Some of the attributes from the dataset 

are given in the Table 1. Here Var1 to Var9 represents 

variables which have numeric values. The last column is the 

class with the following 7 levels: Rad.Flow, Fpv.Close, 

Fpv.Open, High, Bypass, Bpv.Close, Bpv.Open. 

 

Table 1. Dataset description 

Var 

1 

Var 

2 

Var 

3 

Va

r 

4 

Var 

5  
Var 

6  
Var 

7 

Var 

8 

Var 

9 

Class 

50 21 77 0 28 0 27 48 22 Fpv 

close 

55 0 92 0 0 26 36 92 56 high 

53 0 82 0 52 -5 29 30 2 Rad 

flow 

37 0 76 0 28 18 40 48 8 Rad 

flow 

37 0 79 0 34 -26 43 46 2 Rad 

flow 

85 0 88 -4 6 1 3 83 80 By 

pass 

56 0 81 0 -4 11 25 86 62 high 

55 -1 95 -3 54 -4 40 41 2 Red 

flow 

53 8 77 0 28 0 23 48 24 high 

37 0 101 -7 28 0 64 73 8 Rad 

flow 

37 0 78 -2 12 0 42 65 24 Rad 

flow 

45 0 84 0 46 20 38 37 0 Rad 

flow 

38 2 77 0 38 7 39 38 0 Rad 

flow 

37 0 78 0 -2 5 41 81 40 Rad 

flow 

41 0 100 0 38 -8 59 61 2 Rad 

flow 

41 0 89 1 38 -16 48 50 2 Rad 

flow 

47 0 85 -2 46 -4 38 39 0 Rad 

flow 

4 METHODOLOGY 

4.1 Kohonen SOM’s Approach 
In Kohonen SOM (Kohonen, 1982) discussed spatially 

continuous input space in which our input vectors live. The 

aim is to map from this to a low dimensional spatially discrete 

output space, the topology of which is formed by arranging a 

set of neurons in a grid. SOM provides such a nonlinear 

transformation called a feature map [11]. 

The stages of the SOM algorithm can be summarised as 

follows: 

1. Initialization – Choose random values for the initial 

weight vectors wi. 

2. Sampling – Draw a sample training input vector x from 

the input space. 

3. Matching – Find the winning neuron I(x) with weight 

vector closest to input vector. 

4. Updating – Apply the weight update equation 

                 |Wi-X|≤ |WK-X|      Ұk 

5. Continuation – keep returning to step 2 until the feature 

map stops changing. 

Given the winning node i, the weight update is 

ωk(new) = ωk(old) + ∆ωk(n) 

where ∆ωk(n) represesnts the change in weight. 

 

 



International Journal of Computer Applications (0975 – 8887)  

International Conference on ICT for Healthcare(ICTHC-2015) 

3 

   Initialise Network 

 

        Get Input 

 

      Final Winner 

                                                                   Training 

     Update Winner 

 

Update Neighbourhood 

 

Adjust Neighbourhood Size 

             
Fig. 1 Working of SOM [11] 

 

4.2  K-Mean’s Approach 
The K-means (Mac Queen, 1967) is among the commonly 

used partitioning based clustering method that tries to find a 

specified number of clusters (k). For any given set of numeric  

dataset X and an integer number k, the K-means algorithm 

searches for a partition of X into k clusters that minimizes the 

within groups sum of squared errors. The K-means algorithm 

starts by initializing the k cluster centers with n samples. The 

input data points are then allocated to one of the existing 

clusters according to the square of the Euclidean distance 

from the clusters, choosing the closest. The mean (centroid C) 

of each cluster is then computed so as to update the cluster 

center. This update occurs as a result of the change in the 

membership of each cluster. The processes of re-assigning the 

input vectors and the update of the cluster centers is repeated 

until no more change in the value of any of the cluster centers.  

              n 

J(X,C)= ∑ min  ( ||Xj-μi||² ) where, μiεC) 

             t=0 

 

The steps of the K-means algorithm are written below: 

1. Initialization- Choose randomly K input vectors 

(data points) to initialize the clusters. 

2. Searching- Find the cluster center that is closest for 

each input vector and assign that input vector to the 

corresponding cluster.  

3. Updation- Update the cluster centers in each cluster 

using the mean (centroid) of the input vectors 

assigned to that cluster. 

4. Continuation - Repeat steps 2 and 3 until no more 

change in the value of the means. 

5 RESULTS AND DISCUSSION 

5.1 Implementation 
A new file has been created and imported in Tanagra. The 

imported file should be in XLS format. Another way to import 

a file is directly load a XLS file from the system. 

 

 

 

Table 2. Input Information 

S.No. Clustering 

Method 

Input Target 

1 Kohonen SOM One or More 

Continuous 

None 

2 K-Means One or More 

Continuous 

None 

  
Above Table 2 shows the input information for dataset that 

has been imported. Both algorithms accept continuous 

attributes instead of discrete attributes as input parameter. 

There can be one or more the one input attributes.  

Table 3. Datasource Processing 

S.No. Parameters Values 

1 Computational Time 296ms 

2 Allocated Memory 2356kb 

 

Above Table 3 gives complete information about dataset that 

has been imported. Here the total computational time of data 

processing is 296 ms. The total space required to store that 

data input is its memory which is said to be allocated memory 

i.e. 2356kb. Below Fig.2 illustrates the same information. 

 

Fig. 2 Dataset Description 

Figure 2 shows the dataset description that there are 10 

attributes and 58000 examples in the dataset. Category and 

information about attribute is given so that one can choose 

attributes according to requirement. Here for implementing 

clustering algorithms, continuous attributes have been used as 

input. 
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Fig. 3 SOM Parameters 

Above Fig. 3 shows the initial setting for implementing SOM 

algorithm. Total 8 clusters has been generated by taking 4 

rows and 2 columns. 

 

Fig. 4 Implemented Kohonen SOM algorithm and map 

topology is generated with 8 clusters. Map Quality is 

0.5544 

Kohonen SOM algorithm is applied by choosing the algorithm 

from clustering tab. Map topology has been formed with 4 

rows and 2 columns and generate 8 clusters. Map Quality as 

shown above is 0.5544, which represents error rate of the 

implemented algorithm. Cluster centroids are also formed for 

each cluster. 

 

Fig. 5 Implemented PCA on Kohonen SOM and evaluate 

Eigen Values 

In above Fig. 5 a visualization tool named PCA is used to 

evaluate eigen values by choosing from factorial analysis tab. 

PCA (Principal Component Analysis) is a technique which 

enables to visualize a dataset in a lower dimension without  

loss of information. Basically, the PCA computes new 

attributes (says factors and axis) which are linear 

transformations of input attributes. 

 

Fig. 6 K-Means Parameters 

Above Fig. 6 shows the initial setting for implementing K-

Means algorithm. Number of clusters produced are given in 

advance. Because k-means algorithm is very sensible to initial 

setting. 
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Fig. 7 Implemented K-Means algorithm with 8 clusters. 

Map Quality is 0.5726 

K-means algorithm is applied by choosing the algorithm from 

clustering tab to produce 8 clusters. R-Square as shown above 

is 0.5726, which represents error rate of the implemented 

algorithm. Cluster centroids are also formed for each cluster. 

 

Fig. 8 Implemented PCA (Principal Component Analysis) 

on K-Means and evaluate Eigen Values 

PCA is a technique which enables to visualize a dataset in a 

lower dimension without loss of information. Basically, the 

PCA computes new attributes (says factors and axis) which 

are linear transformations of input attributes. 

 

5.2 Results 
Both algorithms have been implemented by taking same 

number of clusters (8 clusters) and same number of iterations 

(5 iterations). Number of iterations must be less than the 

number of samples (i.e. clusters). Map topology also remains 

same for both algorithms. Both algorithms has been compared 

by using differ parameters. These algorithms have been 

implemented on the same dataset to analyse their 

performances. After implementation of these algorithms, the 

following results have been obtained: 

Table 4. Comparative results of both algorithms 

S.No. Parameters Kohonen 

SOM 

K-Means 

1 No. of Clusters 8 8 

2 Map Topology 8 8 

3 Iterations 5 5 

4 Error Rate 0.5544 0.5726 

5 Computational 

Time 

953 ms 5578ms 

6 Accuracy High Low 

7 Time 

Complexity 

Low 

O(S)²  

High 

O(nkl) 

8 Space 

Complexity 

High 

O(N)² 

Low 

O(k+n) 

9 Execution Time Fast Slow 

 

From above table the following results have been concluded. 

 Kohonen SOM comparatively gives less error rate (55%) 

than K-means (57%).  Error rate lies between 0 and 1. 

 Computation time taken by the Kohonen SOM is very 

less as compare to the time taken by K-Means on the 

same data set.  

 Results produced by SOM are more accurate than k-

means. 

 Time complexity for SOM is low and space complexity 

is high. These both parameters indicate the better 

algorithm. 

 While implementing Kohonen SOM algorithm, it takes 

less time to execute as compared with K-means 

algorithm. 

6 CONCLUSION AND FUTURE SCOPE 
This comparative study suggests that Kohonen SOM gives 

better performance as compare to K-means. The performance 

of both algorithms is measured on the basis of few parameters 

like number of clusters, map topology, error rate, accuracy, 

computation time, complexity and execution time. Finally, it 

can be stated that when tested in a completely equal working 

conditions, Kohonen SOM can be considered better clustering 

algorithm as compared to K-Means. Future work can focus on 

how to reduce the time complexity without compromising 

cluster quality and optimality. More experiments will be 

conducted with natural datasets with different features. 
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