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ABSTRACT 

Recommendation systems consist of methods for 

recommending products or any items that are of interest to 

users in web applications for personalized experience. The 

recommendation helps the users to reduce the time and 

complexity of searching for the required information. The 

recommendation methods use the information of users and 

items as well as users’ past history of interaction to suggest 

preferred items. The context based methods use the situation 

about the user, item or interaction to give recommendations to 

users. Currently with the growth of techniques in acquiring 

the information of interaction of users with the system, the 

context based methods for recommendation improve the 

quality of recommendation. A brief review of the approaches 

and methods for context based recommendation is presented 

here with the challenges and future directions.  
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1. INTRODUCTION 
The increase in digital information is providing users with 

more options to choose, which leads to information overload. 

The personalized recommendations take in to account the 

preferences of user to give the recommendations according to 

his/her interests and are likely to be preferred by the user.  

The recommended items can be products like books, music, 

videos, movies, electronic goods or resources like learning 

resources, papers, news, or people like friends, peers or 

activities like download, watch and connect. The examples of 

the web sites giving recommendations are products in 

Amazon, people in LinkedIn, music in Lastfm, movies in 

Netflix and friends in Facebook [1]. 

The recommendation algorithm predicts the ratings or ranking 

of unseen items for a user and recommends the top N items 

which he/she can explore more. The quality of 

recommendation depends on how much relevant these items 

are to the user. Though the relevance of recommendations can 

be increased with the use of user and item profiles with data 

mining and machine learning techniques, it is difficult to 

make accurate recommendations as rating predictions are 

done with the available user and item data. Currently the 

context based (aware) recommendation is gaining importance 

as the user may have rated the items according to context and 

also he/she needs the recommendation according to the 

current context. The context can be current situation, time or 

location. The context along with the other data such as user 

and/item profile can be applied to increase the relevance and 

the accuracy of recommendation [2]. With the use of digital 

technologies like mobile, social networking and e-commerce 

in day to day life, the context of user, item or the actions can 

be captured and stored. The user’s interest differs in different 

situations which can be incorporated in context based 

methods. 

2. TYPES OF RECOMMENDATION 

METHODS 
The recommender systems recommend the items using mainly 

three basic methods which use the algorithms from data 

mining, information retrieval and machine learning. These are 

content based filtering, collaborative filtering and hybrid 

filtering. In addition to these approaches, new methods have 

been proposed like context based methods, social network 

based methods and soft computing methods [3]. 

2.1 Content Based Filtering 
Content based recommender systems are the earlier 

recommender systems that have been developed. The items 

similar to the ones which are positively rated or liked by the 

user in the past are recommended. The user and item profile 

consists of attributes or features of user and item respectively. 

For example, a movie attributes can be movie id, title, genre, 

actor and director.  The user attributes can be user id, user 

address, age, user purchases, user rating and user reviews.  In 

this above example of user and item profile, if a user likes the 

horror movies, the horror movies are recommended to the 

user, which are not yet liked by him [4]. The main steps of 

content based filtering are,  

1. Extract the item attributes to generate item profile 

for all items. 

2. Generate the user profile for each active user. 

3. Compare the item profile with user profile. 

4. Recommend the items which match the user profile 

more and which are not seen by the user. 

The content based filtering is applied to web pages, movies 

and books using textual description of items [5], [6]. The item 

profile is created using keywords in the description of the text. 

The number of keywords and importance of keywords in a 

document are determined using term frequency/inverse 

document frequency (TF-IDF) [7]. The term frequency of 

keyword ki in document dj is 

        
    

       
  (1) 

          
 

  
  (2) 

where fi,j is the frequency of keyword ki in document j and fz,j 

is the maximum of frequencies of all keywords in document j. 

N is the total number of documents and ni is the number of 

documents containing keyword i. The weight of keyword ki in 

document j is wi,j defined in terms of TF and IDF as, 
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                   (3) 

Each document is represented as a vector of weights of each 

keyword, 

                      (4) 

User profile is created with the items which the user has liked 

in the past. Based on a set of web pages that were rated as 

relevant or irrelevant by the user, the Naïve Bayesian 

classification is used for classification of unrated web pages in 

[8].  

The classification is used to build the user profile and its 

updation in content based filtering before similarity 

calculation in [9]. In this method the decision tree C4.5 

algorithm is used to classify only old sellers as trustworthy 

and untrustworthy using seller attributes and customer 

transactions. Top K sellers who are most similar to user are 

recommended. 

With the development of web 3.0, social network information 

of users plays an important role in generating user profile. The 

content generated by users which is user generated content 

(UGC) on social network like Facebook, Twitter or LinkedIn 

can be used for extracting the information about users’ 

preferences and has become an important content for 

recommendation. The social network data like LinkedIn is 

used in [10] to extract the users connected to active user and 

the specialties, interest, groups and associations are also 

extracted and stored in documents. The user profile is 

matched with the document profile with cosine similarity to 

find the top K documents. To include the information of 

content on the web, friend of a friend (FOAF) to analyze 

social network services and really simple syndication (RSS) to 

analyze contents is used in [11].  

With the development of mobile technology, recommendation 

systems are developed for mobile systems also. M-learning 

content recommendation in [12] calculates the M–learning 

similarity, social interaction like common friends and 

popularity. The content is recommended to a learner using 

Bayes classification. The content based filtering can 

recommend too many similar items which can be overcome 

by combining with the other methods.  

2.2 Collaborative Filtering 
In collaborative filtering the recommendations are given to a 

user who is currently using an application and is called as an 

active user. The collaborative filtering works on the 

assumption that the active user will prefer the items liked by 

the users who have the tastes same as him/her. The similar 

users of an active user can be found by considering the ratings 

given by the users for the same items. This is known as user 

based collaborative recommendation. The main steps of 

collaborative filtering are 

1. For all users U and items I and ratings R of users on 

items, form U X I matrix containing ratings of user 

on item as elements. 

2. Find the similarity of the active user u, with all other 

users of the system. 

3. Find the k most similar users from above which form 

k nearest neighbours of active user u. 

4. Predict the ratings of user u on item i, which is not 

seen by the user u.  

5. Repeat the step 4 for all items which are not seen by 

user u. 

6. Select the top N items from the predicted ratings for 

recommendations for user u. 

The user based or memory based collaborative filtering uses 

the whole user item matrix to generate the prediction of 

ratings by the active user [13]. For a set of users 

U={u1,u2,u3…un} and set of items I={i1,i2,i3…in}, rating of  a 

user u on item i is ru,i. If user u is an active user, each user is 

represented by a vector of his ratings with k items where 

usually k<n. For finding the similarity between users ux and 

uy, the user vectors ux={rx,1,rx,2,rx,3…rx,k} and 

uy={ry,1,ry,2,ry,3…ry,k} are used where (1,2,3...k) ∊ I, are the  

items rated by both ux and uy. The similarity measures used 

are like Pearson coefficient, cosine measure, adjusted cosine 

measure, Jaccard coefficient. For cosine similarity, 
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For Pearson correlation, 
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where rux and ruy are average ratings for user ux and uy.. 

For Tanimoto or Jaccard coefficient, 

            
         

                       
 (7) 

where |Iux| and |Iuy| are number of items rated by user ux and uy 

respectively. The k nearest neighbours are taken as users with 

maximum similarity values to active user u.  The rating 

prediction is done on items il not seen by user u as 

          
                   

 
   

         
 
   

 (8) 

where users 1...p have rated item i and who are similar to user 

u, ru and rv are average rating of user u and v respectively. 

The item based collaborative filtering computes the item 

similarity instead of user similarity in [14]. The item 

similarity can be computed with correlation or cosine or 

adjusted cosine measure. The active user has a set of items 

rated by him I={i1,i2,...in}. The items similar to target item i 

(for which the rating is to be predicted) are taken from I and 

from that the k most similar items are selected. The target item 

rating is predicted by computing the weighted sum of ratings 

given by the active user for k similar items. With Si,j as the 

similarity of item i with item j, the rating of user u on item i 

is, 

        
     

 
        

     
 
   

  (9) 

For item based collaborative filtering, the accuracy in terms of 

mean absolute error (MAE) is better than user based 

algorithm and the online computation of similarity is reduced. 

Presently collaborative filtering algorithms incorporate other 

features of user and item to improve the quality of 

recommendation. A typicality-based collaborative filtering 

approach named TyCo, in which the neighbours of users are 

found based on user typicality in user groups instead of co-

rated items of users is proposed in [15]. 

A multi criteria item based collaborative filtering framework 

based on item based and multi criteria recommendation is 

given in [16]. The rating is not one single rating for an item. 

One item has many ratings depending on the criteria. The user 

item matrix will have many ratings expressed as R=U X IR1, 

R2, R3… Rc where c is the number of criteria. The item 

similarity is computed using the average of similarity of each 
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rating criteria or using different distance measures. The rating 

prediction can be done separately for each criteria and overall 

rating is predicted using regression. 

2.3 Hybrid Filtering 
The hybrid approach combines collaborative and content 

based methods to overcome limitations of both methods. 

Different ways in which the hybrid system can be combined 

are 1) By combining the predictions of content and 

collaborative filtering after separately implementing both. 2) 

By using content based properties in collaborative approach  

or reverse. 3) By modeling content and collaborative approach 

together. 

A hybrid recommendation algorithm for e-learning is 

proposed in [17]. It uses item based collaborative filtering for 

rating prediction and sequential pattern mining for user access 

patterns of items. The sequential pattern mining is used to 

assign weights to each item. The hybrid algorithm performs 

better than collaborative filtering. 

A hybrid approach for tourism system is proposed in [18] with 

associative classification. The users are grouped according to 

user attributes and item attributes in to clusters.  The rules are 

generated with associative classification. The active user’s last 

transaction is used to assign the groups of users for active 

user. The items related with those groups are recommended to 

the user. 

A hybrid recommendation system on cloud is given in [19]. 

The hybrid framework consists of different recommendations 

for different pages like login, browse catalogue, search and 

basket. User login page uses the collaborative filtering with 

user interesting model. User interesting model and rating 

model are combined for similarity computations with map 

reduce. 

3. EVALUATION OF 

RECOMMENDATION METHODS 
There are number of measures which are used to evaluate the 

performance of various recommendation algorithms. The 

quality of recommendation depends on prediction accuracy, 

relevance and efficiency of the system. Statistical accuracy 

metrics measure the difference between the predicted rating 

and actual rating [20]. Mean absolute error (MAE) measures 

the deviation of predictions generated by recommender 

system to actual values. The MAE for each user i is calculated 

for n items and average of all MAE for m users is taken. 

Lower MAE corresponds to accurate recommendation. Given 

ari, j as predicted rating and ri,j as actual rating,  

     
  

             
 
   

    
   

 
  (10) 

Root mean square error(RMSE) is the square root of the 

average of square of loss of absolute error over the whole test 

set. Coverage measures the percentage of items for which the 

filtering algorithm can provide the predictions. 
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where ni is number of items for which user i has given ratings 

and np,i  is number of items for which the predictions are given 

for user i  and m is number of users [21]. 

For top N items, the need is to know whether the user will 

purchase some or all items in the list, to evaluate the value of 

the list. This can be measured with precision, Recall, and F1. 

The dataset is divided in to two training and test disjoint sets. 

The recommendation algorithm is applied on the training set 

to generate the top N set. The items in the test set and items in 

the top N which are same form the hit set or relevant items. 

Precision is the ratio of number of items relevant in the top N 

set to number of top N recommendation. Recall is the number 

of relevant items in top N set to total number of test set items. 

F1 is the harmonic mean of precision and recall. 

    
                  

              
  (12) 

4. CONTEXT BASED 

RECOMMENDATION METHODS 
The traditional recommendation methods incorporate the data 

about users, items and implicit or explicit ratings to predict 

the ratings for items to recommend top N items which have 

higher predictions and are not seen by the user. But the items 

preferred by any user also depend on the context at the time of 

user interaction with the system. The context is the 

information that can characterize an event or situation [22]. 

This context can be about user, item or the activity of 

interaction. For example, old people prefer philosophy books 

where as young people prefer action thriller books. In this 

case the age information about the user can be the context. 

Tourists prefer beaches in summer season. Here the time or 

season of interaction with the system is the context. The 

context influences the decision of any user in many e-

commerce or web based applications. Usually the user and 

item attributes like age of person, price of an item are taken as 

user and item profile respectively and the information like 

time of purchase, company of people when watching TV or 

movie, location of user are taken as the context in many of the 

context based recommendation systems. 

4.1 Approaches in Context Based 

Recommendation 
The recommendation using context has three main approaches 

which are pre filtering, post filtering and contextual modeling 

[23]. Pre filtering uses the context to reduce or filter the 

information of user item matrix before applying any 

recommendation method. The Post filtering uses context to 

reduce or filter the recommendation list that is generated after 

applying recommendation method. The contextual modeling 

incorporates the context in to the recommendation method.  

The pre and post filtering methods can use the existing 

recommendation algorithms for recommendation whereas 

contextual modeling modifies the existing recommendation 

method. 

4.1.1 Pre Filtering Methods 
A multidimensional view of recommendation was proposed in 

[24] by incorporating context as third dimension in addition to 

user and item as first two dimensions in the user item matrix. 

In this the reduction based method was proposed and 

implemented which reduces the user item matrix to contain 

the ratings of items given in the specific context. For user U, 

item I and context T(time) dimensions, ∀ (u,i,t)∊ (UxIxT) the 

rating prediction function R is, 

             
            

                
  (13) 

where D(Time=t)(u,i,r) denotes the rating set obtained by 

selecting only those records where time dimension has value t 

which is taken as the contextual segment with time as context 

and with value t. It is shown that the reduction based method 

outperforms the user based collaborative filtering for some 

contextual segments. The contextual segment on which the 
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reduction based method outperforms depends on the 

application. 

Item splitting method proposed for the pre filtering approach 

in [25] uses context to split items and applies the traditional 

CF on the U X I matrix for recommendation. If the ratings for 

item i, are different under context c=cj and c≠cj,   then the item 

is split in to two with one having ratings of item i when c=cj 

and other having ratings of item i, when c≠cj. The rating 

predictions for all items not rated by user are computed with 

modified U X I matrix and top K items with highest predicted 

ratings are recommended. The context based approach with 

reduction and item splitting have better accuracy than context 

free approach. 

The context as three ‘x’ months duration from current date 

(time) is used to define the contextual segments for pre 

filtering in [26]. The Fuzzy inference system (FIS) was used 

to obtain the recommendation for popularity. The context is 

given by the two input variables, item popularity and user 

participation and recommendation is output variable. The 

output weight value given by recommendation for each 

context is used to calculate the average prediction of rating for 

an item. 

       
                                     

                 
 (14) 

Here ru,i  is average prediction of rating of user u for item i, 

rcj,u,i is the prediction of rating for item i for user u in context 

cj  and wcj,i is the weight for recommendation obtained by FIS 

for an item i in context cj. The pre filtering method improves 

the recommendation process, as only relevant data is taken for 

recommendation. 

A scalable context aware recommendation system proposes 

pre filtering with clustering [27]. The clustering of users is 

done before collaborative filtering to reduce the size of user 

item matrix. The users are clustered with hierarchies 

according to their demographic values as context. The users 

belonging to the active user’s cluster are taken for 

recommendation matrix for collaborative filtering.  The run 

time performance of collaborative filtering increases by a 

factor of k if k equal partitions of users are created.  

4.1.2 Contextual Modeling Methods  
Contextual Modeling with matrix factorization technique 

gives better accuracy than pre filtering [28]. The context is 

modeled as part of matrix factorization to predict the user 

rating in a given item. The predicted rating of user u on item i 

in contexts c1 to ck is 

                                          
 
    (15) 

where vu and qi are d dimensional real valued vectors 

representing the user u and the item         is the average of the 

item i ratings in the data set R, bu  is the baseline parameter 

for user u. Bi,j,cj  are the parameters modeling the interaction of 

the contextual conditions and the items.  In order to generate 

rating predictions, the model parameters should be learned 

using the training data. 

Contextual modeling with user similarity is given in [29]. 

Context is defined with hierarchical structure. The context is 

incorporated in prediction of rating as a filter to selection of 

neighbours for active user. A user u has contextual profile for 

each context k as prof(u,k) and the active user’s neighbours 

are selected from users who have profile in that context. The 

contextual modeling approach performs better with non 

contextual approach and comparable to pre filtering approach.  

The contextual modeling with concept hierarchy for user 

similarity approach is given in [30]. The user and items are 

profiled as concept vectors and cosine similarity is measured 

between user and items not seen by a user and top k items are 

recommended. The user satisfaction is evaluated on a learning 

portal and found to be satisfactory. 

4.1.3 Post Filtering Methods 
The comparison of pre and post filtering is done in [31]. The 

exact pre filtering approach is compared with weight and filter 

approach of post filtering. The e commerce dataset with time 

of year and Amazon transactions with intent of purchase were 

used for evaluation. The post filtering with filter method has 

better performance than pre filtering. Post filtering with good 

filter can give better results. 

The recommendation with context graph (CGR) proposed in 

[32] uses the random walk approach for finding the relevance 

of an item i for user u. The users, items, attributes of users and 

items and contexts are represented as vertices of graph and 

relevance of item an i for user u is computed as P(i | u) with 

weights for edges connecting the vertices. The post filtering is 

applied to  this relevance score to find the rank of an item. 

Given an instance of the context factors   = {1, ... ...    }, the 

likelihood of an unseen item   ∈   to be accessed by   ∈   can 

be estimated as, 

                      (16) 

              ∈              
 

   
 

           

             
  ∈  

(17) 

where freq( ,   ) is the occurrence frequency of item  , given 

the context condition  , and P(ck | C) takes 1/‖ ‖ for simplicity. 

For the estimation of P(  |  ), CGR based method or 

collaborative filtering approaches, or their combinations can 

be used. 

5. CHALLENGES AND FUTURE 

TRENDS 
The context based recommendation systems are performing 

better than the non contextual systems in case of contextual 

factors affecting the recommendation. The comparison of 

context based methods is given in Table 1. The context based 

methods use either pre filtering, post filtering or contextual 

modeling. The context is modeled as a hierarchy of contexts. 

The evaluation measures used are mostly accuracy and 

relevance and which can be extended for user satisfaction, 

diversity and trust. The challenges like data sparsity, cold 

start, scalability, diversity and privacy are still to be improved 

in current context of information availability. Considering 

only the context leads to sparsity problem which has only 

fewer ratings in user item matrix to predict rating for an item. 

The cold start problem in which the rating prediction cannot 

be done when a new user or item is added is to be handled in 

all recommendation systems. 
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Table 1. Comparison of Context Based Methods 

Sr. 

No. 

Title / Author/ Publisher Context 

Information 

Approach/ 

Algorithm 

combined 

with 

context 

Evaluation 

Parameter 

Data set 

used 

Advantage Limitation 

1. 

 

"Incorporating contextual 

information in recommender 

systems using a multidimensional 

approach" / Adomavicius, 

Gediminas, Ramesh 

Sankaranarayanan, Shahana Sen, 

and Alexander Tuzhilin / ACM, 

2005 [24] 

Hierarchy of 

contexts 

Pre 

filtering / 

User based 

CF 

MAE, 

Precision, 

Recall 

Real world 

Generated 

dataset 

Context 

information 

is used only 

when it out 

performs 

Computation 

of   

outperforming 

segments is to 

be done 

2. 

 

"Experimental evaluation of 

context-dependent collaborative 

filtering using item splitting."   

Baltrunas, Linas, and Francesco 

Ricci” / Springer, 2014 [25] 

Tree concept 

Hierarchy 

Pre 

filtering / 

User based 

CF 

MAE, 

Precision, 

Recall 

Real world 

Generated 

dataset, 

Yahoo 

dataset 

Split is 

applied 

only when 

it is 

influencing 

rating 

Time 

complexity of 

split for more 

contexts and  

Sparsity 

increases if too 

many items are 

split  

3. 

 

"A Pre-filtering Based Context-

Aware Recommender System 

using Fuzzy Rules"/ Ramirez-

Garcia, Xochilt, and Mario 

Garcia-Valdez / Springer 2015 

[26] 

Time 

duration 

Pre 

filtering / 

User based 

CF 

MAE Movielens Reduces 

the sparsity 

problem by 

Fuzzy 

inference 

system 

Single context 

and  not well 

distributed 

Test Data set is 

used 

4. 

 

 "SCARS: A scalable context-

aware  recommendation system" / 

Datta, Suman, Joydeep Das, 

Prosenjit Gupta, and Subhashis 

Majumder / IEEE, 2015 [27] 

Hierarchy of 

User 

attributes 

Pre 

filtering / 

User based 

CF 

MAE, 

RMSE, 

Precision, 

Recall 

Movielens Decreases 

the runtime 

for 

calculation 

of user 

similarity 

Only specified 

user profile is 

used for 

clustering 

which may 

result in 

sparsity 

5. 

 

“Matrix Factorization Techniques 

for Context Aware 

Recommendation” / Linas 

Baltrunas, Bernd Ludwig, 

Francesco Ricci /ACM  2011 [28] 

Parameters 

of Matrix 

Factorization 

Modeling / 

Matrix 

factori-

zation 

MAE Real world 

generated 

data set, 

Yahoo 

Webscope, 

Generalizes 

contextual 

factors and 

conditions 

Small data sets 

need less 

contextual 

factors  

6. 

 

"A contextual modeling approach 

to context-aware recommender 

systems" / Panniello, Umberto, 

and Michele Gorgoglione /   

CARS 2011 [29] 

Tree concept 

Hierarchy 

Modeling 

(user 

selection)/ 

User based 

CF 

F measure, 

RMSE, 

Precision, 

Recall 

Ecommerce 

website 

No 

searching 

of best 

performing 

pre or post 

filtering is 

needed 

Modification 

in existing 

recommender 

method 

7. 

 

"Contextual model of 

recommending resources on an 

academic networking portal” / 

Pandey, Anoop Kumar, Amit 

Kumar, and Balaji Rajendran./ CS 

& IT 2013 [30] 

Tree 

Concept 

hierarchy 

Modeling/ 

Content 

based 

User 

satisfaction 

Learning 

portal 

User 

profile and 

item profile 

are created 

with 

concepts 

Concept 

hierarchy to be 

defined and 

specific to 

learning portal 

8. 

 

"Experimental comparison of pre-

vs. post-filtering approaches in 

context-aware recommender 

systems." Panniello, Umberto, 

Alexander Tuzhilin, Michele 

Gorgoglione, Cosimo Palmisano, 

and Anto Pedone/ACM,2009 [31] 

Hierarchy of 

contexts  

Post 

filtering/ 

User based 

CF 

F measure, 

MAE 

Ecommerce

, Amazon 

transactions 

Only 

rearranging 

of 

recommend 

list with 

context is 

required 

Post filtering 

method 

depends on 

filter method 

9. 

 

 “Context Aware 

Recommendation via graph based 

Contextual modeling and Post 

filtering” / Hao Wu, Kun Yue, 

Xiaoxin Liu, Yijian Pei, and Bo 

Li / Hindwai, 2015 [32] 

Context 

graph 

Post 

filtering/ 

Random 

walk  

Precision, 

Recall 

LDOS 

CoMoDa, 

Trip 

Advisor 

Any 

context can 

be 

modelled 

as graph 

Post filtering 

gives less 

accuracy with 

CGR method 
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As the number of users and items are very large in current 

web applications, the scalability of the recommendation is to 

be considered. The diversity is recommending diverse items 

which user can prefer instead of typical items always. This 

has to be considered in new e commerce applications as the 

numbers of items are very large and different. The privacy of 

user information is to be considered when giving personalized 

recommendations. 

As the recommendations are applied in domains like e-

commerce, learning management systems, health care, mobile 

and cloud based applications, methods have to be developed 

to utilize the specific context for each of these. 

The future trends can be 

1. Combining the data mining algorithms with new 

information like social links, location and user 

actions as context with existing methods. 

2. Context recommendation methods with implicit 

context inference and modeling. 

3. Recommendation methods incorporating the context 

in recommendation process. 

4. Developing context based recommendation systems 

for different domains like mobile, cloud and user 

applications.  

6. CONCLUSION 
The context based recommendation methods are currently 

being incorporated in many applications. The context can be 

extracted from user interaction, social network and sensors. 

The k-nearest neighbor (KNN), matrix factorization, 

clustering and classification methods are used to model the 

recommendation process. The contextual modeling uses the 

context in recommendation process itself which requires 

changing the existing method. The pre filtering methods 

increase the scalability as well as use existing collaborative 

and hybrid methods. Pre filtering methods also help to analyze 

the effect of context on recommendation. The performance of 

pre or post filtering depends on the application. Our future 

work will include the pre filtering method for 

recommendation incorporating the rule mining techniques to 

reduce the user, item and rating data according to context and 

to provide accurate recommendations. Thus the context based 

recommendation methods try to improve the accuracy, 

relevance as well as user satisfaction in recommendation 

systems. 
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