Kernel based Multi-Class Classification of Satellite Images with RVM Classifier using Wavelet Transform
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ABSTRACT
Multispectral satellite images are more efficient and a suitable method of obtaining information about land, because it can captures an image at specific frequency across the spectrum. This spectral image can allow extraction of further information about ground survey than the other traditional image. Classification of multispectral image consists of image processing and classification method. Here, an efficient technique is proposed for classifying the multispectral images using fuzzy incorporated hierarchical clustering with RVM classifier. In the proposed technique, first the multispectral satellite image is subjected to set of pre-processing steps, which are used to transform an image into suitable form that is easier for segmentation and classification. Subsequently, the pre-processed image is segmented using fuzzy incorporated hierarchical clustering. Then, the proper kernel function is selected for RVM clustered output. Finally the multispectral image is classified into multiple sectors based on the training data. The classification is used in the application of land degradation studies, environmental damage, resource management and other environmental application.
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1. INTRODUCTION
Multispectral satellite image produces detail information about environmental factors. It is more economical than other traditional method of ground survey and aerial photography [1]. These details are utilized in a number of applications like making of mapping that was used in military and civil use, estimating of environmental degradation, soil test and crop outcome increment.

Multispectral satellite image classification is done by image processing and classification methods. Multispectral image classification increases efficiency from an efficient method capable of arranging the spectral information in Multispectral data. Usually, image classification refers to creating a group of similar pixels that are belongs to same class. Many classification techniques are introduced in remotely sensing data like KNN, MLP, SVM etc. Comparing to SVM classifier, RVM classifier requires large training data [16]. The RVM classifier has a lower computational complexity when compared to other classifiers [15]. In real time communication fields, the RVM classifier is better for constructing smaller equalizer without reducing the performance [14].

The main focus of research is to classify the images into land use and land cover region. Land covers characterize the features of land surfaces like vegetation area, soil, mud and crop. Land use is a statement of how people utilize the land like building, roof, etc. This land cover mapping is an important parameter for environmental and land use planning at local and national level. Here, a new technique is introduced to increase the classification efficiency with RVM. In the proposed techniques consists of four phases of pre-processing by wavelet transform, segmentation by fuzzy incorporated hierarchical clustering, training data selection for RVM, classification using trained RVM. The multispectral satellite image is applied to Gaussian filter. The image quality is enhanced by reducing noise component in an image. The better image can be obtained from Gaussian filtering. Then, it is applied to wavelet transform. It can provide detail information about multispectral data which are used to increase the classification accuracy. Then, fuzzy incorporated hierarchical clustering is used for segmentation of the image into clusters. The training data are subjected to RVM and final classification of the Multispectral data is obtained.

2. PROPOSED WORK
In the proposed technique, the multispectral image is classified by using RVM classifier with clustering. Initially pre-processing is done on the input multispectral image where the image is subjected to set of pre-processing steps such as Gaussian filtering and wavelet transform. So that image is transformed suitably for segmentation. The pre-processed image is segmented using fuzzy incorporated hierarchical clustering. Then the proper kernel function is selected for RVM classifier. Finally classification of Multispectral image is done which is based on the training data given to the classifier. The proposed technique is illustrated by Figure (1).

![Fig.1. Block Diagram of the Proposed Work](image-url)
3. GAUSSIAN FILTERING

A Gaussian function is the response of Gaussian filtering. Gaussian filtering is used to avoid the overshoot of step function while reducing the rise and fall time [4]. Because of this characteristics Gaussian filtering has a minimum group delay. Gaussian filter performing convolution between input and Gaussian factors. The result is called Weierstrass transform.

The 1D Gaussian filter is given by,

\[ g(x) = \frac{1}{\sqrt{2\pi}\sigma^2} e^{-\frac{x^2}{2\sigma^2}} \] (3.1)

The 1D Gaussian filter’s impulse response that is given by,

\[ g(x) = \frac{1}{\sqrt{2\pi}\sigma^2} e^{-\frac{x^2}{2\sigma^2}} \] (3.2)

Here in the pre-processing the unwanted noise components are reduced from the input image while passing through Gaussian filter. It is mainly used to enhance the image quality than the original image.

4. WAVELET TRANSFORM

Wavelet transform is based on wavelet theory. It was initially developed for signal transformation. In discrete wavelet transform (DWT) the signal is applied to series of low pass and high pass filter to analyze the low frequency and high frequency component [5]. The amount of detail information is measured from filtering operation and scale is changed by up sampling and down sampling. The DWT analyze the signal at different frequency and different resolution by decomposing signal into approximation and detail information. The DWT is developed by Mallet (1989) for image decomposition. The DWT decompose an image into one approximation and three detail information sub bands. The image is subjected into bank of low pass and high pass filter. It filters an image in all direction. The filtered images are down sampled at every pixel, it producing four sub band images of original image. Figure 2(a) illustrates the process of first level decomposition. For a one level decomposition wavelet transform, the approximation sub image maintain the maximum portion of the original image, while the detail sub image represents the differences between approximation sub image and original image in different direction. In second level decomposition the filtering process is applied to the approximation sub image, resulting is four additional sub bands in approximation. These details are given in Figure 2.

The wavelet decomposition is otherwise called as filter convolution. In the first level decomposition, the image can be obtained by convolving the image with appropriate filter. The wavelet transform provides set of pixel information in each level of decomposition. From the approximation and detail information, the fine information is obtained for classification. This transform leads to reduce the misclassification of process.

The multispectral satellite images is used as input image which is to be subjected to the Gaussian filtering for noise reduction and applied to the wavelet transform. The three (RED, GREEN and BLUE) planes are extracted from the Gaussian filtered output. The DWT is applied into the separate planes. So the four sub bands are obtained for separate planes. The approximation sub band is enough for the future process. Hence, the approximation sub bands of three planes are concatenated to get the approximated output image. This approximated output image is applied to the segmentation using Fuzzy incorporated hierarchical clustering. The kernel function is chosen for RVM from the clustering output. The RVM classifier is classified the image into multiple region based on the training data.

5. SEGMENTATION USING PROPOSED CLUSTERING

After performing the pre-processing steps, an image which is suitable for segmentation is obtained. The processed image consists of thousand of pixels and to classify the image based on of pixels is time consuming. Hence, the input image is clustered only based on the centroid pixel value. This is due to the fact, that all pixels are differed only a small amount from centroid pixel value. Hence, the centroid pixel value represents all pixels in the cluster. This centroid value clustering will reduce the input to RVM classifier and reduce the complexity of design. In the proposed clustering, the hierarchical clustering is combined with the Fuzzy C means. This will increase the accuracy of Fuzzy C means and reduce the time complexity of Hierarchical clustering.

Hierarchical clustering has two types. 1. Agglomerative 2. Divisive. However, it has disadvantage of high complexity and minor variation in dataset also greatly changes the hierarchical dendrogram structure [6]. The traditional FCM has a disadvantages of it does not yield the accurate result. That is, every time Fuzzy clustered the same data but producing different results. These two drawbacks are overcome by the proposed Fuzzy incorporated hierarchical clustering [7]. The clustering process is explained below:
1. Let the image have M number of pixels. Initially all the pixels are as a different cluster and hence it forms M different clusters. Let the M cluster of an image is represented as \( C_i \), where \( 0 < i < M \). Calculate pixel difference matrix \( \lambda \).

\[
\lambda = \begin{bmatrix}
\hat{\chi}_{11} & \hat{\chi}_{12} & \hat{\chi}_{13} & \cdots & \hat{\chi}_{1M} \\
\hat{\chi}_{21} & \hat{\chi}_{22} & \hat{\chi}_{23} & \cdots & \hat{\chi}_{2M} \\
\hat{\chi}_{31} & \hat{\chi}_{32} & \hat{\chi}_{33} & \cdots & \hat{\chi}_{3M} \\
\hat{\chi}_{41} & \hat{\chi}_{42} & \hat{\chi}_{43} & \cdots & \hat{\chi}_{4M} \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
\hat{\chi}_{M1} & \hat{\chi}_{M2} & \hat{\chi}_{M3} & \cdots & \hat{\chi}_{MM}
\end{bmatrix}
\]

Where \( \hat{\chi}_{ij} \) = pixel difference value between \( i \)th and \( j \)th cluster.

2. From the pixel difference matrix find out two clusters which have a minimum difference and merge together to form a new cluster \( C_{ij} \).

3. The centroid value \( O_{ij} \) is calculated for new cluster.

\[
O_{ij} = \frac{C_i + C_j}{2} \quad (5.1)
\]

4. Subsequently, find out the original centroid pixel value by using incorporated Fuzzy C means algorithm. Find membership value and then calculate the original centroid value using membership function.

\[
\mu_{ij} = \frac{1}{\sum_{k=1}^{C} \left[ \frac{||p_i - o_{ij}||}{||p_i - o_k||} \right]^{m-1}} \quad (5.2)
\]

Where,
- \( o_{ij} \) - approximated centroid pixel value
- \( o_k \) - centroid pixels of other clusters excluding the newly formed cluster.
- \( m \) – Positive integer

Modified centroid pixel value for newly formed cluster is given by,

\[
C_{ij} \text{ is given by } O_{ij} = \sum_{i=1}^{N} \mu_{ij} \frac{m}{m} x_i \quad (5.3)
\]

5. The above result is the formation of two individual clusters which have greatest similarities. Hence it decreases the total number of clusters by one, after every iteration.

6. The pixel difference matrix dimension is also reduced by replacing the value of \( C_i \) and \( C_j \) value by \( C_{ij} \). It will lead to decrease the matrix dimension of \( M \times M \) to \( (M - K) \times (M - K) \) after K loops.

7. Go back to step 2 until desired number of cluster is obtained.

### 6. KERNEL FUNCTION

In digital image processing, kernel or convolution matrix is a small square matrix used for sharpening and smoothing operation [13]. Kernel methods map the input data to higher dimension. In this higher dimension the data can be easily separated and classified. Generally so many kernel functions are available in regression and classification fields. Some of the kernel functions are listed below:

- Linear Kernel
- Polynomial Kernel
- Gaussian Kernel
- Exponential Kernel
- Laplacian Kernel
- ANOVA Kernel
- Hyperbolic Tangent (Sigmoid) Kernel
- Rational Quadratic Kernel
- Multiquadric Kernel
- Inverse Multiquadric Kernel
- Circular Kernel
- Spherical Kernel
- Wave Kernel

Depending upon our application requirement any one kernel function is chosen for classification.

### 7. RVM CLASSIFIER

Now a day, so many techniques are developed for satellite image classification. The earlier day maximum likelihood classifier is used for classification. In recent times, artificial intelligence techniques are developed for remotely-sensed image classification application. Relevance vector machine (RVM) is a kernel based classification which is alternative for SVM classifier [23]. RVM is a identical form of SVM classifier, but RVM is a probabilistic classifier. The advantages of RVM classifier over SVM are listed below[24]:

1. RVM classifier requires smaller amount of relevance vector than the SVM.
2. The testing time is less than SVM classifier.
3. The design complexity and cost is low for RVM when compared to SVM.

Generally RVM classifier is designed for binary classification. The aim of RVM classifier is to find the posterior probability of membership for any one of two classes. Of 0 and 1 [25].

For a two class classification, consider the classes are \( X = (x_1, ..., x_n) \) having a classes of \( C = (c_1, ..., c_n) \), where \( C_i \in (-1,1) \).

Based on Bernoulli distribution, the likelihood is given by,

\[
p \left( \frac{C_i}{w} \right) = \prod_{i=1}^{n} \sigma \left( Y(x_i) \right)^{c_i} \left( 1 - \sigma \left( Y(x_i) \right) \right)^{1-c_i} \quad (7.1)
\]

Where,
- The logistic sigmoid function \( \sigma(y) \) is given by,

\[
\sigma(Y(X)) = \frac{1}{1 + \exp(-Y(X))} \quad (7.2)
\]
An iteration method is used to obtain $P(C/W)$. Let $\alpha_i^* =$ Maximum posteriori estimate of the hyper parameter $\alpha_i$. $W(m)$ can be obtained by maximizing the following objective

$$f(w_1, w_2, \ldots, w_n) = \sum_{i=1}^{n} \log p \left( \frac{c_i}{w_i} \right) + \sum_{i=1}^{n} \log p \left( \frac{w_i}{\alpha_i^*} \right) \tag{7.3}$$

$W(m) =$ maximum posterior estimate of the weights

In this expression, the first summation term represents the likelihood of the class labels, and the second term represents the ratio on the parameters $w_i$.

The gradient of $f$ is calculated for results. The posterior is approximated by Gaussian approximation [26].

$$\text{covariance}, \varepsilon = -(H|w_m|)^{-1} \tag{7.4}$$

$$\text{mean}, \mu = \sum \varphi^T B c \tag{7.5}$$

Where,

$H =$ Hessian of $f$.

$B =$ Diagonal matrix.

### 7.1 Multiclass Approaches With RVM

RVM is mainly designed for binary classification. But the applications of binary classification are limited. The multiclass classification is introduced in order to increase the accuracy of land feature than the binary classification [9]. There are so many techniques were introduced to performing multiclass techniques with RVM. The important four techniques are listed below:

- one vs. One
- one vs. rest
- Directed Acyclic Graph (DAG)
- Error Corrected Output Coding (ECOC)

The first two techniques are widely used multiclass approaches. Multiclass classification classifying the multispectral image into multiple regions rather than just land use and land cover [17][18].

**One-against-all classification**, in which there is one binary RVM for each class to separate members of that class from members of other classes.

**One against one**, in which there is one binary RVM for each pair of classes to separate members of one class from members of the other.

In this is two methods one against one method is chosen for multiclass classification. It increases the classification accuracy than the one against one method [19].

### 7.2 Training Data Selection

In this technique, the training data selection from the clustered output image is discussed. This proposed technique is used to classify the multispectral image into multiple regions. This classification accuracy increased from the color features extraction in satellite images [21]. Each and every element in the earth is differentiated by its own color. In the multispectral image certain color stands for land use and certain color stands for land cover. These colors are identified from the satellite image and given to the input of RVM classifier.

### 7.3 Classification Using RVM

In the proposed method, the multispectral image is segmented by Fuzzy incorporated Hierarchical clustering. All clusters almost have a similar number of pixels value and the clusters are differ from the centroid value by small amount only. Hence, the centroid value represents all the pixels value in the cluster. This centroid value is given to the RVM classifier hence it reduce the classifier complexity and also time incurred [11]. Consider the $i$th cluster, which having $n$ number of pixels, where each pixel having a value of $P_i$. Then the centroid value is calculated by

$$O_t = \frac{\sum_{k=1}^{n} P_k}{n} \tag{7.6}$$

If our image consists of $N$ number of cluster, then find the centroid set $O$. $O = (O_1, O_2, \ldots, O_N)$. It will be given to the input of the RVM classifier. The centroid set is classified based on the training data given to the RVM classifier [22].

### 8. RESULTS AND DISCUSSION

The classification and segmentation of multispectral images is implemented by MATLAB. In this approach, the proposed method of classification is discussed.

#### 8.1 Experimental Results

In this section, the output of the proposed technique is discussed. Here, multispectral satellite images as an input image which is to be subjected to the Gaussian filtering for noise reduction and applied to the wavelet transform. The three (RED, GREEN and BLUE) planes are extracted from the Gaussian filtered output. The DWT is applied into the separate planes. So the four sub bands for separate planes are obtained. An approximation sub band is enough for the future process. Hence, the approximation sub bands of three planes are concatenated to get the approximated output image. This approximated output image is applied to the segmentation using Fuzzy incorporated hierarchical clustering. The training data for RVM are taken from the clustering output. The RVM classifier is classified the image into multiple regions based on the training data. Figure (4) shows the input image. Along with Figure (5) shows the output of Clustering. The final classified output of RVM is given in figure (6). Figure (7) represents the final classified images of RVM classifier.
8.2 Performance Evaluation

In this section, the performance evaluation of proposed technique is discussed. Here, the performances of various satellite multispectral images are evaluated. The RVM output of different satellite images are shown in fig.7, 8, 9 and10. From the performance evaluation table, RVM classifier having higher accuracy and lower error rate for all type of input images. Sensitivity and specificity are statistical measures of the performance of a binary classifier. Sensitivity measures the proportion of actual land use pixels which are correctly identified. Specificity measures the proportion of land cover pixels which are correctly identified. RVM classifier having higher sensitivity and specificity value for all type of input images.

<table>
<thead>
<tr>
<th>SATELLITE</th>
<th>ACCURACY (%)</th>
<th>ERROR RATE</th>
<th>SENSITIVITY</th>
<th>SPECIFICITY</th>
</tr>
</thead>
<tbody>
<tr>
<td>IKONOS</td>
<td>89.19</td>
<td>0.1081</td>
<td>0.9181</td>
<td>0.8649</td>
</tr>
<tr>
<td>QUICK BIRD</td>
<td>91.89</td>
<td>0.0811</td>
<td>0.9459</td>
<td>0.8919</td>
</tr>
<tr>
<td>GEO EYE-1</td>
<td>87.84</td>
<td>0.1216</td>
<td>0.8919</td>
<td>0.8649</td>
</tr>
<tr>
<td>GEO EYE-2</td>
<td>94.59</td>
<td>0.0547</td>
<td>0.9459</td>
<td>0.9459</td>
</tr>
</tbody>
</table>
Figure (8).(a) shows the input images of QUICK BIRD, GEO EYE-1 and GEO EYE-2 respectively, (b) represents the RVM classifier output of QUICK BIRD, GEO EYE-1 and GEO EYE-2 respectively. (c) represents the final three class classified output images of RVM classifier for QUICK BIRD, GEO EYE-1 and GEO EYE-2 respectively.

9. CONCLUSION
An efficient image classification technique is proposed with the help of RVM classifier. Here in our proposed technique is made of four phases namely pre-processing, image segmentation, training data selection and final classification using RVM classifier. First the multispectral satellite image is subjected to set of pre-processing steps, which are used to transform an image into suitable form that is easier for segmentation and classification. Subsequently, the pre-processed image is segmented using fuzzy incorporated hierarchical clustering. This result in the image is segmented into number of clusters. Then, the training data for RVM is chosen from clustered output. The chosen data is given to the input of trained RVM. Finally the multispectral image is classified into multiple regions based on the training data. The experimental results demonstrated the effectiveness of the proposed classification techniques. The analyse ensures that the classification has good accuracy in all type of multispectral satellite images.
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