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ABSTRACT  
In the computational grid environment, algorithms specified for 

scheduling plays a vital role in managing the jobs. The main 

aim of the scheduling algorithms is to allocate the tasks to the 

availability at the mean time to the suitable resources. The 

makespan and cost for task execution can be minimized by an 

efficient task scheduling algorithm; it also helps to improve the 

load balancing among the resources in the grid environment. In 

recent days a major problem is, scheduling the independent 

tasks in a grid environment. In this paper, scheduling the 

independent task is taken as a challenge and a near optimal 

solution is obtained. Un-Prevail systematic grouping Genetic 

algorithm (UPSGA) is used by us to find the optimal solution 

for the task scheduling problem in grid environment. Fuzzy 

system is used to schedule the tasks indirectly to improve the 

load balancing between the resources. Dissimilarity based 

fuzzy crossover operator-II is proposed along with Android 

(friend map finder) for scheduling the tasks indirectly. 

Availability of resources and conflicts of costs provides the 

chance to cross over efficiently in fuzzy system. Near optimal 

solution for load balancing between resources are achieved 

with the help of makespan results. 

Keywords  
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1. INTRODUCTION 
Due to inventions in scientific research and   the integration of 

the distributed system has shown a way to an emerging 

computing technology called grid computing, used for sharing 

the resources between large scale computing tasks.  In grid 

computing, the computers are geographically distributed or it 

will be in a form of clusters of computers to share the 

computational resources in an efficient manner [1][2]. Load is 

to be balanced effectively between the resources to improve the 

device utilization and to reduce the   makespan of the system, 

as it is the main aim of an efficient load balancing algorithm. 

Load balancing plays a vital role in minimizing the execution 

time and overcomes the problem   related to overload of a 

device. In grid environment, scheduling algorithms used to 

balance the load and shows that all resource nodes results in 

equal performance, at the meantime the makespan is reduced 

and utilization of resources is improved[3].  

In scientific and industrial problems computational problems 

are solved by computational grid in the form of resource 

sharing and coordination. Scheduling the tasks to the suitable 

resource became a difficult task. The reason behind this is the 

grid computing resources undergo some properties such as 

heterogeneous, dynamic and autonomous. To overcome these 

problems many research works were done by proposing new 

load balancing algorithms. To tackle the dynamic 

characteristics of the grid resource market model is used to 

minimize the scheduling problems based on user interest. 

In this paper, to improve the   performance and quality a 

heuristic genetic algorithm, UPSGA is used to find the optimal 

solution for minimizing the cost and execution time in task 

scheduling. By using the dissimilarity based fuzzy crossover 

operator-II task scheduling is done indirectly to balance the 

load in an effective manner. Mutating bits of a solution along 

with standard mutation is used based on the probability of bit 

mutation. The forth coming topics of this paper discuss about 

the related works, UPSGA approach, Encoding mechanism 

using UPSGA Approach, Dissimilarity based fuzzy crossover 

operator, Experimental results and Discussions and conclusion. 

2. RELATED WORKS 
There are various restrictions for users to schedule the tasks in 

grid environment due to the ancient scheduling algorithms. 

Solutions and quality obtained by those algorithms was not 

based on the user interest. For an instance, they concentrate 

only on load balancing and execution time, here user interest 

was ignored [1][2].  

In [4], scheduling was done using Genetic Algorithm and 

variable neighborhood search without balancing the load by 

considering the cost and makespan. Marketing concepts are 

used in grid resource scheduling and management to make it as 

an effective economic model [5]. In [6], to improve the 

performance in the case of execution time and load balancing 

the market model is evaluated into two types of genetic 

algorithm. Particle Swarm Optimization (PSO) has been used 

to group the jobs in order to avoid the communication overhead 

and to improve the device utilization; at the meantime it 

minimizes the makespan of the system [7]. In [8][9] makespan 

and cost are not considered for balancing the load in 

computational grid, numerous load balancing approaches are 

considered to perform the scheduling in many levels by 

representing the grid environment in a tree structure. The 

minimized makespan and improved throughput was achieved 

by hierarchical layered architecture of grid computing services 

[10].For a distributed computing environment with 

heterogeneous property UPSGA approach is used to find the 

near optimal solution for the task scheduling problems. In [11], 

Mutation rate on diversity and quality of Pareto front has been 

studied to propose the fuzzy adaptive mutation to overcome the 
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scheduling problem in market based grid computing; here 

execution time, load balancing and cost were optimized using 

three dimensional optimization. 

3. UPSGA APPROACH 
In a multi objective optimization problem, Pareto-optimal 

solutions [12] are obtained by searching the solution space by 

UPSGA algorithm. A clear diversity preserving approach and 

elitist principle is used by the UPSGA. The UPSGA algorithm 

provides the Pareto-optimal solution by Pareto front and it 

stresses Un-Prevail solutions [13]. The subsequent approach of 

multiobjective techniques is obtained by Pareto Front. Pareto 

Front is defined as assigning the resources, at the same time a 

separate or a particular resource cannot be improved by 

degrading the performance of the any other resources. The use 

of clear diversity preserving approach is to provide a diversity 

rank to every separate users (individuals) as they are in similar 

un-prevail front and have the similar Un-Prevail rank in the 

population [12].The highest rank is given to the Un-prevail 

members in the minimum crowded area. A crowding distance 

metric is used to calculate the density of solutions around a 

specific solution in the population. This metric is obtained by 

calculating the average distance between two solutions based 

on their objectives [13].The Pareto-optimal solutions cannot be 

taken as best solution in the case any missing information 

regarding to multi-objective optimization [14].Pareto 

distribution is a distribution that measured as a name in 

economic theory. It is called Pareto distribution or power law 

distribution. For a distribution Fx(x),such that  

Fx(x) = P{X>x} = x-α,for x≥ where 0<α<2           (1) 

The above equation is called as Pareto (α) distribution. The 

Pareto distribution undergo failure rate for Fxx. 

F(x) = P{X>x} = x-α, x≥1 

F(x) = P{X<x} = 1-x-α, x≥1 

f(x) = dF(x)/dx = αx-α-1, x≥1 

r(x) = f(x)/F(x) = αx-α-1/x-α = α/x, x≥1. 

Therefore r(x) = α/x decrease with x, the Pareto distribution has 

decreasing failure rate. To overcome these failure rates, a 

bounded Pareto distribution is used. When we look for a curve 

fir to the measured data, we observe that measured data have a 

minimum job lifetime and maximum job lifetime. The 

measured data have all finite moments. To model the measured 

data, we therefore want a Pareto shape, but truncated on both 

ends. We refer to such a distribution as a Bounded Pareto 

distribution. The bounded Pareto (K,P,α)  distribution has 

density function. 

f(x) = αx-α-1.Kα/1-(K/P)α, for K ≤ x ≤ P and   

           0<α<2. 

In [15], Pareto front is obtained by user’s choice; in this regard 

the solution obtained is dominant and suitable. A dissimilarity 

based fuzzy crossover operator with UPSGA is used in parallel 

distributed computing systems to overcome the problems in 
independent task scheduling. Certain issues are addressed in 

this paper. Fuzzy function is used indirectly to balance the 

load. In this case, the cost and execution time is compared with 

both UPSGA without fuzzy logic and UPSGA with fuzzy 

logic. In UPSGA with dissimilarity based fuzzy crossover, 

inputs for fuzzy function are dissimilarity between costs of 
individuals and percentage of occurrence of available resources 

in scheduling. 

4. ENCODING MECHANISM USING 

UPSGA APPROACH 
The problem has been designed in the form of vector of images 

for each solution as it is encoded in the coding scheme. For an 

instance, take n tasks and m resources, the n tasks are 

formulated as set of solution variables (chromosome). The set 

of solution variable (chromosome) contain a solution variable 

(Gene) in each cell of vector. Here the tasks are allocated to 

resources in between 1 and m.  

A1 A2 A3 A4 A5 A6 A7 A8 A9 A10 

 

 

 
R3 R2 R5 R1 R4 R2 R5 R3 R5 R1 

Fig. 1 Set of variables (chromosome) in coding scheme 

Each cell of vector is allocated with random number between 1 

and m of size n for p times. This allocation is used to generate 

set of possible values for the solution variable (Population) 

with p individuals (gene).The ultimate goal our algorithm is to 

minimize the cost of the users and to obtain the minimum 

completion time in scheduling the task. According to this 

problem, cost and makespan are dissimilar to one another this 

leads to increase in makespan as the cost decreases.  

4.1 Makespan 
By generally speaking about the task scheduling, the 

completion time or makespan is the first ultimate goal of our 

algorithm. Makespan is defined as the time taken by the last 

system to complete it tasks, it means maximum time taken by a 

processor to complete it tasks when comparing with other 

processors [1][3]. Let us assume Ka and Gb be the size of the 

task a and b be the speed of the processor as it is a resource. 

Therefore, the running time or execution time of the task a on 

the resource b can be done as 

              Cexe (a,b)=Ka /Gb                                              (2) 

There will be completion time for every processor or systems 

for tasks allocated to them; the completion time is calculated 

individually for each processor. For an instance, the completion 

time for each processor is showed in fig 2 based upon fig 1. 

Table I Tasks and their Sizes 

 
Table II  Resources and their Speeds 

Number of Resources 

or processors 
1 2 3 4 5 

Speed of Resources 

or Processors 
1.2 6.9 3.7 1.8 4 

 
 

 

 

Tasks A1 A2 A3 A4 A5 A6 A7 A8 A9 A10 

Size 25 42 48 18 22 39 27 23 46 31 
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The calculation of execution time of allocated resource for 

each task is shown below: 

Cexe(1,3) = 25/3.7 = 6.8 

Cexe(2,2) = 42/6.9 = 6.1 

Cexe(3,5) = 48/4 =12 

Cexe(4,1) = 18/1.2 = 15 

Cexe(5,4) = 22/1.8 = 12.2 

Cexe(6,2) = 39/6.9 = 5.6 

Cexe(7,5) = 27/4 = 6.7 

Cexe(8,3) = 23/3.7 = 6.2 

Cexe(9,5) = 46/4 = 11.5 

Cexe(10,1) = 31/1.2 = 25.8 

Makespan is calculated using the formula.  

Makespan = Max [Ccomplete(b)] where 1≤b≤m      (3) 

Our goal is to reduce the makespan, i.e tasks allocated to the 

resources should be completed in minimum or shortest time. 

According to our problem, Resource 1 takes maximum time, so 

the makespan is 40.8. Now we have to reduce the makespan. 

Makespan of resources which is shown in Fig 2. 

R1 = 15 for task 4 & 25.8 for task 10, 

  R2 = 6.1 for task 2 & 5.6 for task 6, 

  R3 = 6.2 for task 8 & 6.8 for task 1, 

  R4 = 12.2 for task 5, 

  R5 = 11.5 for task 9 & 6.7 for task 7 & 12 for   task 3 

Calculation of Makespan for Resources: 

Ccomplete(1) = 15+25.8 = 40.8 

Ccomplete(2) = 6.1+5.6 = 11.7 

Ccomplete(3) = 6.2+6.8 = 13 

Ccomplete(4) = 12.2 

Ccomplete(5) = 11.5+6.7+12 

Therefore makespan = 40.8 

4.2 Reducing the Cost 
The cost is collected by the resource providers from the users 

based on the capacity of resource requested or utilized by the 

users In market based grid environment, the scheduling 

algorithms takes an account of users wish to finish their work 

in most economical way [8]. 

 
Fig 2.Makespan for Resources 

 

Our next goal other than makespan is to reduce the cost. Let us 

assume Pb be the component cost for resource b, then the 

running or execution cost of the task a on the resource b can be 

calculated using the following formula. 

   Cost (b) = Ccomplete(b) * Pb                                    (4) 

Therefore overall cost for scheduling is calculated using the 

formula given below 

    Overall Cost = ∑1≤b≤m Cost (b)                                     (5)    

4.3 Improving the Load Balance 
To show the improvement in load balancing using our 

approach, we have to appraise and collate the load balancing 

functions and load balancing results of the algorithms. The 

term load balancing is defined as dividing and sharing the load 

equally among the computational resources and increasing the 

device or resource utilization at the mean time running or 

execution time is reduced. To obtain these objectives, our load 

balancing technique should prove the fairness in diving and 

sharing the load across computational resources. In this regard 
the dissimilarity must be reduced between the large loaded 

resource and small loaded resource. State the average resource 

or device utilization, by identifying the maximum average 

resource or device utilization we can conclude that the dividing 

and sharing the load is well balanced among all computational 

resources in the grid environment [1]. By dividing the total 

number of resource or device utilization by the total number of 
computational resources present in the environment, average 

resource or device utilization can be calculated [1]. Prospective 

utilization of each computational resource is calculated based 

on the allocated tasks. Therefore utilization of resource or 

device is calculated by dividing the completion time of the task 

at every individual node by the makespan. 

Uu(b) =Ccomplete(b)/Makespan1≤b≤m             (6) 

Therefore the average device or resource utilization is 

calculated using the formula given below: 

 U¯= (∑1≤b≤m Uu(b))/m                                          (7) 

To improve the load balancing among all the nodes, the 

reduced mean square deviation of Uu(b) is calculated using the 

formula given below    

  Umsd =[(∑b (Uu(b) – Ue)
2) / m]0.51≤ j≤m              (8) 

Every existing approach algorithms attain the Pareto-optimal 

front based on Mean Square Deviation. The reason behind the 

usage of Pareto optimization is, in fact the computing 

workloads have highly variable job sizes that are not well 

described by an exponential distribution. In a distributed 

environment, the solution of the problem space is analyzed by 

Pareto optimization. The Pareto Front mainly focuses on 

economic criteria based on the user’s wish. At sometimes the 

uniform distribution is not possible in resource allocation, in 

this regard Pareto analysis is performed. Pareto distribution is 

used in the area of multi criteria decision making. Pareto 

distribution is used to optimize more than one objective 

function simultaneously. The comparisons of these results are 

shown in experimental section. 

5. DISSIMILARITY BASED FUZZY 

CROSSOVER OPERATOR 
Dissimilarity based Fuzzy Crossover Operator a new approach 

is used in this paper and compared with standard Cross over 

operator. As a result, the dissimilarity based Fuzzy Crossover 

Operator is proved to show that it is superior to others. 

Dissimilarity of costs and occurrence of number or percentage 

R2 

R4 = 12.2 
for task 5 

R3 = 6.2 for task 8  
& 6.8 for task 1 

R5 = 6.1 for task2 & 5.6 
for task6 

R1 = 15 for task4 &25.8 for 
task10 
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of resources in scheduling is calculated by two functions. The 

percentage or number of obtainable resources in scheduling is 

calculated first by the formula given below.  

σ1 
2(H) = (∑b (Jb – α)2) / m H€Pareto front            (9) 

Here Jb specifies the frequency of resource b in present 

scheduling or Jb is denoted as number or percentage of tasks 

allocated to resource b, number of resources is denoted by m 

and number of each user in Pareto Front is denoted by n. Each 

existing user takes Pareto front as input and the dissimilarity of 

frequency among the resources in scheduling is calculated in 

the first function. Number of tasks divided by the number of 

resources is equal to the average of frequency of occurrence of 

any resources in scheduling. Therefore, from these frequencies 

we can calculate number or percentage of utilized resources in 

scheduling. The value of the Pareto front of every user is 

generated by the function (9) and it states number or 

percentage of occurrence of all resources in one scheduling. It 

is calculated using the given formula 

 AvgSD = (∑H σ1
2 (H)) / n H€Pareto front           (10) 

There is an occurrence of maximum value and it is based upon 

number of tasks and resources. In this regard, values should be 

normalized within the interval [0, 1] as it results in the average 

of these values. This is performed using the formula given 

below 

Z = (Average Standard Deviation – Average Standard 

Deviationmin)/(Average Standard Deviationmax–Average 

Standard Deviationmin) (11)                          

For example, a low dissimilarity of frequency of liken 

resources states that occurrence of any resource or device 

needs to allocate the resources to the task equally. Thus the 

output of the fuzzy system results in direct decision making. 

Therefore to improve the load balancing in task scheduling 

problem, these function used along with makespan.  The 

Pareto front members are the input as well as the arguments for 

second function. The dissimilarity in average fitness is 

calculated by the following expression.  

    σ2
2 = (∑H (RH – λ) 2 / n H€Pareto front           (12) 

It happens due to different members based upon their costs in 

all objectives, thus the output of the fuzzy system is inversed. 

The values are generated in the interval [v, x] by this function. 

For mapping and normalizing the values in the interval [0, 1] 

the following expression is used. 

  D = (σ2
2 – v) / (x - v)                                    (13) 

The average of cost and makespan of each user in the Pareto 

Front is denoted by λ, where RH is denoted as average of cost 

and makespan of member H from the present Pareto Front. 

These results are given as input to the fuzzy system as the 

output is generated randomly by performing Crossover in the 

set of possible values for the solution variable.  

6. ANDROID (FRIEND MAP FINDER) 
The scheduling of jobs is done in hybrid fuzzy system along 

with Android (Friend Map Finder). The Android application is 

installed in the grid environment [16]. The friend map finder is 

used to identify the local minima and maxima of the neighbor 

node in grid environment. Performance evaluation for friend 

map finder is in process.   

 

7. EXPERIMENTAL RESULTS AND 

DISCUSSIONS 
In our experiments, three task scheduling algorithms are 

compared along with their results. The algorithms are MOPSO, 

UPSGA without dissimilarity based fuzzy and UPSGA with 

dissimilarity based fuzzy system along with two goals cost and 

makespan. The input and output for the membership function is 

given in the Fig 3, 4 and 5. The rules are generated according 

to if then rules of fuzzy system for this operator and it are 

shown in Fig 6. 

     

Fig. 3 Input membership function: A 

The input of A contains two membership functions, triangular 

and trapezoidal. The triangular membership function is used 

for medium, average and minimum makespan. The trapezoidal 

member function is used for very minimum and very maximum 

makespan. The interval is set between [0, 1] for both the axes.  

 

Fig. 4 Input membership function: B 

The input of B contains two membership functions, triangular 

and trapezoidal. The triangular membership function is used 

for average cost. The trapezoidal member function is used for 

minimum and maximum cost. The interval is set between [0, 1] 

for both the axes. 

 

Fig. 5 Output membership function: Fuzzy Crossover 
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The output Fuzzy Crossover operator contains two membership 

functions, triangular and trapezoidal. The triangular 

membership function is used for average crossover. The 

trapezoidal member function is used for very minimum, very 

maximum, minimum and maximum crossover. The interval is 

set between [0, 1] for y axis and [0.5, 1] for x axis. 

 

Fig.6   If then rules of fuzzy system 

The proposed approach proved in the improvement of load 

balancing indirectly and provides the fastest Pareto-optimal 

solutions with best quality. The Pareto front is generated for 

each and every user present in the population in a minimum 

number of iterations. In another dimension we identified that 

Un-Prevail systematic grouping genetic algorithm provides 

better solution than particle swarm optimization with multi-

objective. 

 

Fig..7  Rule viewer of fuzzy system. 

In this paper, dissimilarity based fuzzy system is used to 

produce different solutions for the solution space. The 

changeable and adjustable rate of crossover in the proposed 

approach improves the investigation in solution space in the 

case of low value from different solutions. In this regard there 

is chance of dissimilarity in fitness of the solutions. 

 

Fig.8 Three dimensional view of Crossover 

 

 

Fig. 9 Friend Map Finder home page 

 

Fig. 10 Friend Locator identifies the nearest neighbor 

This leads to the generation of Pareto front as fast as possible 

in minimum iteration. The fitness value is measured based on 

the value of cost. If the value of cost is low, then the solutions 

are same. The set of possible values of solution variable is 
investigated more to obtain many different solution using the 

fuzzy system. The Pareto-optimal front is obtained in 
minimum iteration by different solutions generated by fuzzy 

system. The makespan is optimized by using the proposed 

approach and it improves the load balancing.  

   

Fig. 11 MOPSO VS UPSGA VS UPSGA Fuzzy 
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As a result, tasks are allocated equally to the resources. Finally 

with the help of UPSGA with dissimilar based fuzzy crossover 

operator, the completion time (makespan) and cost is reduced. 

Comparison graph in Fig. 9 shows that our UPSGA approach 

with fuzzy system produces lowest completion time and low 

cost when compare to other approaches such as MOPSO and 

UPSGA. The values of existing system results are given in the 

following Fig. 10 and Fig. 11 

 

 

  Fig. 12 Values of UPSGA with Fuzzy and without Fuzzy 

(without Pareto Front)  

       

Fig.13 Values of MOPSO without Pareto Front 

The Comparisons of MOPSO, UPSGA and UPSGA  

      

 

Fig.14 Load Balancing Using Pareto Front (MOPSO) 

 

Fig.15 Load Balancing Using Pareto Front (UPSGA) 

 

    

Fig.16 Load Balancing Using Pareto Front (UPSGA with 

Fuzzy) 

8. CONCLUSION 
In this paper, UPSGA with dissimilarity based fuzzy crossover 

operator II has been implemented in grid environment to 

schedule the task in an effective manner and compared with 

UPSGA without fuzzy based crossover and MOPSO. Our 

proposed algorithm proved that it performs better than existing 

approach and improves the quality of scheduling. In terms of 

Pareto front, it is obtained by UPSGA with dissimilarity based 

fuzzy crossover system and it maintains equal spread of 

solutions in the Pareto-optimal front. There is an increase in 

distribution and relation of solutions in the proposed approach 

compared to others. As a result, the performance and quality is 

improved by enhancing the intelligence of hybrid Fuzzy system 
using the proposed algorithm in the case of an adjustable 

environment. 
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