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ABSTRACT
In the today’s modern age the usage of internet has been increasing tremendously. Hence high network traffic which requires many services such as DNS to control. To solve this load balancing are being used. But dedicated load balancers are expensive and quickly become a single point of failure and congestion. But this can be improved for better working. In my approach software defined network using OpenFlow protocol was implemented to improve the efficiency. In the Future Internet, Software-Defined Network (SDN) is seen as one of the most promising paradigm. By using this technique the network becomes directly programmable and agile. Here the http requests from different clients will be directed to different pre-defined http servers based on round robin scheduling. Round robin scheduling is easy to implement and are best to be used in geographically distributed web servers.
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1. INTRODUCTION
Load balancing is a significant technology and it can help save power and improve resource utilization in network [1]. The current network infrastructure relies on a vertical architecture based on a variety of software and hardware, thus creating a scenario with little flexibility. Such lack of flexibility has undesirable effects recently coined as Internet ossification. SDN is a new paradigm that breaks the vertical integration between the network control plane and its data plane. SDN users can composite application programs run on top of the controller to monitor and manage the whole network in a centralized and real-time manner [7]. The SDN controllers decides how to manage the packet or which task has to perform such that which packet can be dropped or can be added a new flow entry in order to forward similar packets in the future.

A typical load balancing technique is to use a dedicated load balancer to forward the client requests to different servers, this technique requires dedicated hardware support which is expensive, lacks of flexibility and is easy to become a single point failure [13]. Here we describe the implementation of a dynamic load balancing algorithm to distribute the different traffic flows carried by a network through the different parallel paths between source and destination. OpenFlow is the most common protocol used in SDN networks which are used to communicate the controller with all the Network Elements.

1.1 SOFTWARE DEFINED NETWORKS
The traditional network system has the control plane and data plane together. Whereas the SDN approaches to build a computer network which separates and abstracts the network into control and data plane. The data plane does an operation of transferring the packets through the network. Unlike traditional networks, the underlying switches do not implement the control plane. The control plane with its intelligence are able to instruct the data planes over the network.

![Fig 1: SDN Architecture](image)

The control plane is a software or logical entity, which processes all the routing decisions taken by the data plane. Hence the network becomes directly programmable and agile.

The fig 1 shows the basic architecture of SDN. The separation of the application logic from the forwarding substrate greatly facilitates the deployment and operation of new services and enables SDN to react gracefully to changing network demands and modifications to the substrate topology [5]. OpenFlow is the most common protocol used in SDN networks which are used to communicate the controller with all the Network Elements.

1.2 Traditional Routing Vs SDN Routing
An OpenFlow network is formed by one or more OpenFlow-switches which contain a Flow-table with the de-fined flow entries and the actions to be performed. The main difference between the design of the traditional distributed network and an OpenFlow network lies in the structure of the control plane network. For traditional distributed architectures like the Border Gateway Protocol (BGP), Open Short Path First (OSPF) and the Intermediate System to Intermediate System (IS-IS), the control topology is peer to peer. It means that each forwarding device listens for events from its peers and makes independent decisions based on the local view [12].

1.3 Load Balancing
Load balancing can be achieved not only by specialized software or protocol, but also by installing specialized gateway or load balancers [1]. The first load balancing technology is DNS. DNS load balancing is a simple and
Effective method but is it is not possible to distinguish between other servers. There once a server breaks it need more refresh time for it to work again normally. Round-robin works by responding to DNS requests not only with a single IP address, but a list of IP addresses of several servers that host identical services. The IP addresses are returned from the list in the basis of round robin fashion. Geographically distributed web servers are best served by applying DNS load balancing round robin server content distribution.

2. TECHNICAL BACKGROUND

2.1 SDN Controllers

Five topmost open source controllers in terms of their usage have been analyzed here: POX, Ryu, Trema, FloodLight, and OpenDaylight [10]. To understand and realize the SDN concept we must choose a suitable controller.

2.2 OpenFlow

OpenFlow provides a mechanism for SDN. While OpenFlow was first proposed as a way to enable researchers to conduct experiments in campus networks, its advantages lead to its use beyond that. OpenFlow’s central-control model can avoid the need to construct global policies from switch-by-switch configurations, and can also support near-optimal traffic management [6]. The behavior of a forwarding device can be summarized in two steps: (1) When it receives a packet that does not match a certain entry in its routing table, it contacts the controller that defines how the packet should be forwarded or discard the packet; (2) when the received packet matches a rule in its routing table, the corresponding action in the forwarding table is performed [11].

2.3 Mininet

Mininet creates a realistic virtual network, running real kernel, switch and application code, on a single machine (VM, cloud or native), in seconds, with a single command. Mininet is also a great way to develop, share, and experiment with OpenFlow and Software-Defined Networking systems. The figure 4 shows the creation of the custom topology.

3. IMPLEMENTATION AND EVALUATION

1. \( N \) is the size of circular ACK re-sequence buffer
2. \( wSegNum = (\text{cumulative ACK sequence number} \mod N) \)
3. if \( wSegNum > \text{left} \) then
4. \( \text{left} = wSegNum \) // in-sequence, new ACK
5. put ACK at the end of the re-sequence buffer
6. release hold ACK(s) up to left point with a peak rate
7. end if
8. if \( wSegNum == \text{left} \) then
9. switch RPC state // duplicate ACK
10. case NORMAL // re-sequence
11. hold ACK with an identified number, break
12. case LOSS // no re-sequence
13. release ACK to a sender, break
14. end switch
15. end if
Figure 5 shows the network topology which we have taken for evaluation. POX controller is used for implementing the load balancing. Mininet is used for creating a virtual network topology. Here we have considered a topology with 6 host nodes. Where two nodes are taken as http server other 4 as http clients. Depending upon the arrival of the traffic to the server from the client nodes the server are scheduled. Clients access the service through a single public IP address, reachable via a gateway switch.

The load-balancer switch rewrites the destination IP address of each incoming client packet to the address of the assigned replica. The round robin policy uses a circular queue to decide where to send a request. The load-based policy sends a request to the server with the lowest load, where load is defined as the number of pending requests.

After creating a custom topology using Mininet. Then the servers has to be set up. In node 1 and 2 the HTTPServer is made up with the port number of 80. The servers should set up with individual IP address. This has been shown in the figure 6. IPerf is a popular network tool that was developed for measuring TCP and UDP bandwidth performance. The user is able to perform a number of tests that provide an insight on the network's bandwidth availability, data loss, delay and jitter.

Next, by using the curl command the traffic is sent to the server. The curl command is used from all the four HTTPClient nodes. The figure 7 shows the clients which sends the traffic to the servers. This gets the webpage from the IP of the server. Thus by using the round robin algorithim the client gets its server in a circular manner. Figure 8 shows directing of traffic from different nodes to the servers. All the 4 client nodes are given request to the server. The server starts to direct the traffic alternatively.
4. CONCLUSION AND FUTURE WORK
Irrespective of the developments in the IT industry Software Defined Networks is an evolving computing paradigm has influenced every other entity in all the private sector. Round robin DNS load balancing works best for services with a large number of uniformly distributed connections to servers of equivalent capacity. The project can further extended work by investigating more related load-balancing algorithms and multicast algorithms for SDN. Also in future load balancing can be evaluated by considering more parameters.
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