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ABSTRACT 

The analysis of infant cry has become more prevalent due to 

advances in areas such as digital signal processing, pattern 

recognition and soft computing. The analysis of infant cry has 

changed the diagnostic ability of physicians to correctly 

diagnose new-born. This work presents an approach to decode 

baby talk by classifying infant cry signal. We use normal 

infant cry signal of ages 1day to six months old.  In particular 

there are fixed cry attributes for a healthy infant cry, which 

can be classified into five groups such as: Neh, Eh, Owh, 

Eairh and Heh. The infant cry signal is segmented by using 

Pitch frequency and features are extracted using MFC (mel-

frequency cepstrum) coefficients over MATLAB. Statistical 

properties are calculated for the extracted features of MFCC 

and KNN classifier is used to classify the cry signal. KNN is 

the most successful classifiers used for audio data when their 

temporal structure is not important. This study is based on 

five different databases such as, Neh, Eh, Owh, Eairh, and 

Heh databases.  Each has 50 samples of data 40 samples used 

for training and 10 samples used for testing. Percentages of 

results are Neh 80%, Eh 90%, Owh 80%, Eairh 90%, and Heh 

90% respectively. Decoding baby talk supports the mother’s 

built-in intuition about knowing and responding to their 

baby’s needs, and physician to treat infant early. 
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1. INTRODUCTION 
Crying is the first sound the baby makes when he enters the 

world, which is a very positive sign of a new healthy life. 

Infants cry for the same purpose that adults talk, that is, to let 

others identify about their needs or problems. Since crying is 

the one mean of communication of baby to express any 

discomfort. In earlier studies of the infant cry analysis, the 

structure of infant crying was analyzed to describe the 

diseases [1–3]. The information in normal cry signal could be 

used to classify the infant present condition. This study 

analyze infant cry signal and classify healthy infant cry signal 

to help mother to know the baby need and physician to early 

treatment.  

This paper analyze infant’s cry signal to identify crying signal 

conditions such as whether the baby cry is for Neh (Hungry), 

Eh(Pain/burp-me: Pinching/Drawing blood), Owh(Sleepy), 

Eairh(Pain), or Heh(Discomfort). Fig.1 represents this 

classification of normal infant cry signal. 

 

Fig.1 Decoding Baby Talk [15]  

 As there exist a large number of approaches to do the 

modeling and the classification tasks. The focus is on MFCC 

to extract the features in infant cry signal, Statistical 

properties are calculated for the extracted features of MFCC 

and KNN classifier is used to classify the cry signal, which 

are the most successful classifiers in use for audio data when 

their temporal structure is not important [4].  

2.  METHODS 

2.1 Data Acquisition  
The cry signals used in this paper were obtained, by using 

diagnosis table, laptop which is connected to a microphone. 

Acquisition system is considered for being used in the 

hospital, minimizing the discomfort of the involved subjects 

and the impact of the external environment on children habits. 

Hence, the basic requirement is the comfort in transporting 

and assembling the system.  

The signal is recorded for 20sec, in hospital environment.  

There are five different databases each of 50 samples.  

1. Neh database 

2. Eh database 

3. Owh database 

4. Eairh database 

5. Heh database 
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  Fig.2 Signal waveform 

2.2 Feature Extraction 
The following features were extracted from the baby cry 

signals: 

1) Pitch frequency: The fundamental frequency f0 is 

important for classification purposes. The pitch detection 

algorithm is based on a combination of the Cepstrum method 

[9] for coarse-pitch period detection. The results are 

distinguished by using cross-correlation method [10]. 

 

2) Short-time energy: The short-time energy (STE) of a 

signal x [n], using an analysis frame of N -samples length 

(beginning at n = N0), is defined as: 

    

3) Mel-Frequency Cepstrum Coefficients (MFCC):  MFCC 

[11] provide a representation of short-term power spectrum of 

a signal. These coefficients are obtained by multiplying the 

short-time Fourier Transform (STFT) of each analysis frame 

by a series of M triangularly-shaped ideal band-pass filters, 

with the central frequencies and widths arranged according to 

a mel-frequency scale. The total spectral energy E[i] 

contained in each filter is computed and a Discrete Cosine 

Transform (DCT) is performed to obtain the MFCC sequence: 

 

      L=1,2, … M-1 

2.3 Classifier 
KNN (K-nearest neighbor) Classifier is used as it is the most 

successful classifiers used for audio data when their temporal 

structure is not important. KNN Classification using an 

instance-based classifier can be a simple matter of locating the 

nearest neighbor in instance space and labeling the unknown 

instance with the same class label as that of the located 

(known) neighbor. This approach is often referred to as a 

nearest neighbor classifier. 

Euclidean distance is used to get the Pair wise distance 

between two sets of observations like Neh and Eh and is 

repeated for all the remaining three sets and finally it classify 

the category it fall. 

 

3. RESULTS 
Table below shows the different values of Pitch for 

segmentation: three different cry signals.  

 

 

 

Table 1. Values of different parameters 

 cry1  cry2  cry3  Pitch 

Correct 0.53 0.8 0.8 0.71 

error  0.47 0.2 0.2 0.29 

Correct 0.58 0.66 0.48 0.51 

error  0.42 0.54 0.52 0.49 

 

 
Fig.4 Cry signal of Normal Infant  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig.5 Sample of Segmentation of Normal Infant 

Cry Signal 

 

Table 2. Sample data of Statistical properties 

Type 

of 

Cry 

Mean Max Min SD PSD 

Neh -

3.2201 
3.0907 -4.0873 3.9624 110.0349 

Eh -

2.1500 
3.6382 -6.3298 7.0185 110.7044 

Owh -

1.4204 
1.7076 -2.2498 5.5982 89.7385 

Eairh -.5026 1.7476 -4.1438 5.5617 76.3074 

Heh -

1.6563 
1.4171 -3.8510 4.1450 51.2117 

 

The signal is recorded for 20sec, in hospital environment.  

There are five different databases each of 50 samples. Neh 

database, Eh database, Owh database, Eairh database, Heh 

database, 40 samples used for training and 10 samples used 

for testing. The percentage detection is shown in Table.3 and 

fig.6. 
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Table 3. Percentage of detection of type of cry 

Type of Cry % of 

Correct 

detection 

% of Wrong 

detection 

Neh 60 40 

Eh 70 30 

Owh 60 40 

Eairh 70 30 

Heh 70 30 

 

 
Fig.6 Percentage of detection of type of cry 

 

4. CONCLUSIONS 
The study presents analysis of infant cry signals. The normal 

infant cry signal is classified into five types Neh: Hungry, Eh: 

Pain/burp me (Pinching/Drawing blood), Owh: Sleepy, Eairh: 

Pain and Heh: Discomfort.  The study is based on five 

different databases such as, Neh database, Eh database, Owh 

database, Eairh database, Heh database.  Each has 50 samples 

of data 40 samples used for training and 10 samples used for 

testing. Percentages of results are Neh 60%, Eh 70%, Owh 

60%, Eairh 70%, and Heh 70% respectively. 

This study help to decode the baby cry which  supports the 

mother’s built-in intuition about knowing and responding 

to their baby’s needs, which empower every mother & 

father to feel more relaxed, more capable, more confident 

in caring for their new baby. This also help physician to 

treat infant early. 

Future research can extend the evaluation of the proposed 

study using a large set of signals. 
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