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ABSTRACT 

Process variation is considered to be a major concern in the 

design of circuits including interconnect pipelines in current 

deep submicron regime. Process variation results in uncertainties 

of circuit performances such as propagation delay. The 

performance of VLSI/ULSI chip is becoming less predictable as 

device dimensions shrinks below the sub-100-nm scale. The 

reduced predictability can be attributed to poor control of the 

physical features of devices and interconnects during the 

manufacturing process. Variations in these quantities maps to 

variations in the electrical behavior of circuits. The interconnect 

line resistance and capacitance varies due to changes in 

interconnect width and thickness, substrate, implant impurity 

level, and surface charge. This paper provides an analysis of the 

effect of interconnect parasitic variation on the propagation 

delay through driver-interconnect-load (DIL) system. The 

impact of process induced variations on propagation delay of the 

circuit is discussed for three different fabrication technologies 

i.e. 130nm, 70nm and 45nm. The comparison between three 

technologies interestingly shows that the effect of line resistive 

and capacitive parasitic variation on propagation delay has 

almost uniform trend as feature size shrinks. However, resistive 

parasitic variation in global interconnects has very nominal 

effect on the propagation delay as compared to capacitive 

parasitic. Propagation delay variation is from 0.01% to 0.04% 

and -4.32% to 18.1 % due to resistive and capacitive deviation 

of -6.1% to 25% respectively. 
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1. INTRODUCTION 

The semiconductor industry has been fueled by enhancements in 

integrated circuit (IC) density and performance, resulting in 

information revolution for over four decades and is expected to 

continue in future. The periodic improvement in density (as per 

Moore‟s Law) and performance has been mainly achieved 

through aggressive device scaling and/or increase in chip size. 

As far as MOS transistor scaling is concerned, device 

performance improves as gate length, gate dielectric thickness, 

and junction depth are scaled [1-3]. Deep sub-micron (DSM) 

technology allows packing billions of Metal Oxide 

Semiconductor Field Effect Transistors (MOSFETs) within a 

single chip. However, it is very difficult to fabricate extremely 

small transistors with same characteristics. As the feature size 

continues to decrease in advanced CSM nodes, the capability to 

forecast various characteristics of manufactured transistor is 

worsening. This is because of the increased complexity of the 

semiconductor manufacturing process and the atomic scale 

control required for fabricating transistors. Although, process 

variability used to be a major concern for analog designers, but 

now it is also a foremost design issue for a digital designers too 

and therefore its prediction is among highest priority. The 

impact of process variation on digital integrated circuit design 

and manufacture has become more critical while the 

complementary MOS (CMOS) circuits are continuing to shrink 

to the nanometer scale. In sharp contrast to this, scaled chip 

wiring (interconnect) suffers from increased resistance due to 

decrease in conductor cross-sectional area and may also suffer 

from increased capacitance if metal height is not reduced with 

conductor spacing. 

The feature size of integrated circuits has been aggressively 

reduced in the pursuit of improved speed, power, silicon area 

and cost characteristics. Semiconductor technologies with 

feature sizes of several tens of nanometers are currently in 

development. As per, International Technology Roadmap for 

Semiconductors (ITRS) [4], the future nanometer scale circuits 

will contain more than a billion transistors and operate at clock 

speeds well over 10GHz. Distributing robust and reliable power 

and ground lines; clock; data and address; and other control 

signals through interconnects in such a high-speed, high-

complexity environment, is a challenging task. The performance 

of a high-speed chip is highly dependent on the interconnects, 

which connect different macro cells within a Very Large Scale 

Integration (VLSI)/ Ultra Large Scale Integration (ULSI) chip 

[5-8]. 

 

Today, VLSI chips require millions of closely spaced 

interconnect lines that integrate the components of a chip. With 

the advancements of VLSI technology, multilayer 

interconnections are useful to achieve higher packing densities, 

shorter transit delays and smaller chips [9]. In most cases, 

Aluminium (Al) has been used to form metal interconnects 

because of its low resistivity and silicon compatibility. With the 

demand of decreasing device dimensions and increasing current 

densities can cause electro migration and hillock formation 

between successive levels of Al. Some multilayer structures 

such as Al/Ti/Cu, Al/Ta/Al, Al/Ni, Al/Cr, Al/Mg and Al/Ti/Si 

can reduce this electro migration problem [10]. For reducing the 

hillocks on silicon-based circuits, one solution can make by 

depositing a film of WSi or MoSi between Al and Si substrate 
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[10]. Complete elimination of hillocks is done with fabrication 

of interconnects by layering alternatively Al and a refractory 

metal (Ti or W). In this case, aluminium-copper alloys may be 

used because they have shown better reliability than pure Al. 

One of the most remarkable facts is that copper interconnects 

offer 40% less resistance to electrical conduction than 

corresponding Al interconnects resulting 15% increased speed 

of circuit [10]. Another advantage of copper interconnects is that 

they can be fabricated with widths in the range of 0.2 μm 

whereas the fabrication widths for Al is not less than 0.35 μm 

[10]. 

This reduction in interconnection dimensions allows higher 

packing densities in the order of 200 million transistors per chip, 

which implies 10-15% saving of cost for the full wafer [9, 10]. 

But there are some discrepancies associated with copper 

interconnects which include poisonous behavior of copper on Si 

based circuits, expensive large amount of ultrapure water for 

fabrication of copper interconnects and poisonous waste 

discharge may be dangerous for the environment. Apart from 

these effects, some modern interconnect issues like requirement 

of higher clock frequency, lower resistance and higher 

bandwidth may not be fulfilled by copper interconnects. The 

resistivity of copper interconnects is increasing rapidly under the 

effects of enhanced grain, surface scattering, large interconnect 

length and higher frequency operation which may cause electro 

migration induced hillocks and voids in VLSI circuits. At high 

frequencies, certain problems like crosstalk, skin effect, signal 

degradation and crosstalk induced propagation delay may exist 

in case of copper interconnect [11]. For these reasons, VLSI 

designers gear up with certain methods and materials in 

upcoming days.  

The function of interconnects or wiring systems is to distribute 

clock and other signals and to provide power/ground to and 

among the various circuits/systems functions on the chip. The 

performance such as time delay and power dissipation of a high-

speed chip is highly dependent on the interconnects, which 

connect different macro cells within a VLSI chip. To escape 

prohibitively large delays, designers scale down global wire 

dimensions more sluggishly than the transistor dimensions [6, 

7]. As technology advances, interconnects have turned out to be 

more and more important than the transistor resource, and it is 

essential to use global interconnects optimally. For high-density 

high-speed submicron-geometry chips, it is mostly the 

interconnection rather than the device performance that 

determines the chip performance. As operating frequencies 

continue to spiral upward, parasitic inductive effects must also 

be considered. Thus, interconnect parasitic play an increasing 

role in overall chip performance as feature size scales. 

Distribution of the clock and signal functions is accomplished 

on three types of wiring (local, intermediate, and global). An 

interconnect depending on its length, can be classified as local, 

semi-global and global [8]. Local wiring, consisting of very thin 

lines, connects gates and transistors within an execution unit or a 

functional block (such as embedded logic, cache memory, or 

address adder) on the chip. Local wires usually span a few gates 

and occupy first and sometimes second metal layers in a multi-

level system. The length of a local interconnect wire 

approximately scales with scaling of technology, as the 

increased packing density of the devices make it possible to 

similarly reduce the wire lengths. Intermediate wiring provides 

clock and signal distribution within a functional block with 

typical lengths up to 3–4 mm. Intermediate wires are wider and 

taller than local wires to provide lower resistance signal/clock 

paths. Global wiring provides clock and signal distribution 

between the functional blocks, and it delivers power/ground to 

all functions on a chip. Global wires, which occupy the top one 

or two layers, are longer than 4mm and can be as long as half of 

the chip perimeter. The length of global interconnect wires grow 

proportionally to the die size. The length of semi-global 

interconnect behaves intermediately. The global interconnects 

are much wider than local and semi-global interconnects. Thus 

resistance of global interconnects is small and therefore their 

behavior resembles that of lossless transmission lines.  

Due to increasing integration density and soaring clock, 

uncertainties associated with parameter variations become a 

first-tier concern for VLSI chip design, especially in nanometer 

regime. Aggressive scaling of CMOS technology in sub-130-nm 

nodes has created huge challenges. Typically, the source of 

variations includes process-induced and environmental 

variations. Variations due to fundamental physical limits, such 

as random dopant fluctuation (RDF) and line edge roughness 

(LER), are increasing significantly with technology scaling [12-

14]. Moreover, manufacturing tolerances in process technology 

are not scaling at the same pace as the transistor‟s channel 

length, due to process control limitations (e.g., sub wavelength 

lithography) [12-14]. Therefore, within-die statistical process 

variations worsen with successive technology generations. This 

paper considers the effect of process-induced line parasitic 

variations on propagation delay.  

Today, semiconductor industry is facing a major challenge of 

variability [12]. In addition, digital circuits show an increased 

sensitivity to process variations due to low-power and low 

voltage operation requirements, which can result in failing to 

meet timing constraints. The on-going reduction of feature size 

goes together with an increase of variability. Obviously, there 

are more technological opportunities for aggressive scaling 

when more variability can be tolerated. This will lead to better 

and cheaper products (provided the quantities are large enough). 

Therefore, while the challenge of the technologists is to realize 

scaling while controlling the variability and the challenge of 

designers is to make the resulting variability sufficiently 

harmless by using suitable architectures and topologies, the 

challenge of Electronic Design Automation (EDA) is to provide 

accurate and efficient procedures to enable designers to 

understand the effect of the pertinent process variability on their 

design. Increasing process variations can affect electrical 

parameters of interconnects (e.g. capacitances) and further 

influence circuit performance and functionality.  

Due to the process variation, interconnect technology parameters 

(ITP) are varying substantially. For simplicity, the researchers 

consider variations in metal width (W), metal thickness (T), and 

interlayer dielectric (ILD) thickness (H). The typical distribution 

of interconnect technology parameters can be observed for 

permittivity, inter level dielectric thickness, metal height and 

metal width [10]. The variation is especially large in the ILD 

(Inter Level Dielectric) thickness and metal line width. Their 

variations have a definite impact to the total line capacitance and 

interline coupling capacitance and result in variation of the 

signal delay.  

The organization of this paper is as follows. This paper 

highlights about on chip interconnect variations in section 2. 
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Interconnect models are explained in section 3. Thereafter, 

section 4 describes Monte Carlo analysis of DIL system. 

Simulation results for different parameter variations of VLSI 

interconnect are described in section 5. Finally, conclusion is 

drawn in section 6.  

2. VARIATIONS OF INTERCONNECT  
The source for on chip variations (OCV) is related to variation 

in interconnects height and width, resulting in variation in both 

resistance and capacitance. Since the delays attributed to 

interconnect are becoming more dominant as geometries shrink, 

particular attention should be paid to accurate analysis of 

interconnect variations. In advanced interconnect processes, 

which could involve use of multiple dielectrics, use of different 

metallization on different layers could result in significant 

variations. Erosion is the other mechanism and is a function of 

line space and density. Two additional sources of variation are 

the Chemical Mechanical Polishing (CMP) process and 

proximity effects in the photolithography and etch processes. 

Variation in the CMP process results from the difference of 

hardness of the interconnect material and that of the dielectric.  

Ideally, the CMP process will remove the unwanted Copper, 

leaving only lines and vias. The photolithography and etch 

proximity effects are shown in micro loading effects as the etch 

process step tends to over-etch isolated lines. Diffraction effects 

and local scattering in photolithography may tend to over expose 

densely spaced lines and under expose isolated lines. Tiling and 

metal slotting have been added as design rule requirements to 

mitigate these effects by minimizing the density gradient. 

Different tiling algorithms will give varying results, but the 

smaller the density gradient, the smaller the variations that will 

be seen on the die [15]. 

3. INTERCONNECT MODELS  
An interconnect can be modeled as either lumped or distributed 

form of RC (resistance-capacitance) or RLC (resistance-

capacitance-inductance). In deep submicron technology, lumped 

models are no longer capable of satisfying the accuracy 

requirements. It is well accepted that simulations of a distributed 

RC model of an interconnect matches more accurately the actual 

behavior in comparison to lumped RC model [5-8]. In similar 

fashion, a distributed RLC model outperforms the lumped RLC 

model in terms of modeling accurately the behavior of a line. A 

distributed RLC model of an interconnect, known as the 

transmission line model, becomes the most accurate 

approximation of the actual behavior [5]. The transmission line 

analogy for an interconnect considers the signal propagation to 

be a wave propagation over the interconnect medium. This is in 

contrast to the distributed RC model, where the signal diffuses 

from source to the destination governed by the diffusion 

equation. In the wave mode, a signal propagates by alternatively 

transferring energy from the electric to magnetic fields, or 

equivalently from capacitive to the inductive nodes. Interconnect 

models must incorporate distributed self and mutual inductance 

to accurately estimate interconnect time delay, power 

dissipation, crosstalk and other parameters of significance.  

 

(a) RC model 

 

 (b) RLC model 

Fig 1: Development of interconnect models 

The evolution of various models with time is shown in Fig. 1. It 

is assumed that leakage conductance „g‟ equals 0, which is true 

for most insulating materials such as SiO2, Sapphire etc. Dealing 

with inductance requires efficient extraction methods. Presence 

of inductance also increases the processing time of the 

computer-aided design tools. Usually the interconnect circuits 

extracted from layouts contain a large number of nodes that 

make the simulation highly CPU intensive [20, 21]. Distributed 

coupled RLC models become necessary even for the early 

design stages. 

4. MONTE CARLO ANALYSIS OF DIL 

SYSTEM  
In this paper, the analysis carried out in this work takes into 

account a Driver-Interconnect-Load (DIL) system as shown in 

Fig. 2. The driver is an inverter gate driving interconnect. The 

propagation delay of a DIL system is dependent on various 

physical parameters which are prone to process variation. In this 

analysis, the driver is subjected to process variations for three 

different technologies of 130nm, 70nm and 45nm. To obtain 

statistical information on how much the characteristics of a 

circuit can be expected to scatter over the process, Monte Carlo 

analysis is applied. Monte Carlo analysis performs numerous 

simulations with different boundary conditions. It chooses 

randomly different process parameters within the worst case 

deviations from the nominal conditions for each run and allows 

statistical interpretation of the results.  

In addition to the process parameter variations, mismatch can be 

taken into account as well, providing a more sophisticated 

estimation of the overall stability of the performance with 

respect to variations in the processing steps. In most cases the 

parameters on which the assumptions for the mismatch are 

based are worst case parameters. A proper layout and choice of 

devices can significantly improve scatter due to mismatch. In 
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order to obtain reasonable statistical results, a large number of 

simulations are needed, leading to quite long simulation times. 

Using Monte Carlo simulations, this work analyzes the effect of 

resistive and capacitive line parasitic variation of interconnect 

due to process variation on the propagation delay of DIL system. 

The propagation delay variations through DIL system are 

observed for process variations in three different technologies. 

 

Fig 2: Driver Interconnect Load (DIL) System [22]. 

5. RESULT AND DISCUSSION  
Monte Carlo simulation results were observed for deviation in 

propagation delay with change in line parasitic. Table-1 shows 

variation in propagation delay due to deviations in capacitance 

for 130nm, 70nm and 45nm fabrication technologies. It is 

clearly observed that the variation in propagation delay is almost 

same for all process technologies of 130nm, 70nm and 45nm. 

These results which can also be noticed in Fig. 3 are in sharp 

contrast to observations made in previous research works related 

to process variations in oxide thickness [16], driver width [17], 

and threshold variations [18]. Previously, it was observed that in 

presence of significant variations of device model parameters 

the variations in performance parameter such as delay is 

severely affected.  

Table 1. Variation in propagation delay due to deviation in 

capacitance for 130nm, 70nm and 45nm fabrication 

technology [22] 

% 

Variation 

in  

capacitance 

Propagation 

Delay 

Variation 

(130nm) 

Propagation 

Delay 

Variation 

(70nm) 

Propagation 

Delay 

Variation 

(45nm) 

-6.08 -4.64 -4.65 -4.32 

-2.43 -1.87 -1.88 -1.77 

-2.33 -1.79 -1.8 -1.69 

-0.29 -0.2 -0.22 -0.21 

1.19 0.83 0.9 0.86 

2.6 1.82 1.94 1.93 

5.28 3.71 3.93 3.92 

5.53 3.87 4.12 4.1 

7.63 5.3 5.63 5.62 

24.92 17.93 18.53 18.1 

The comparison between different technologies showed that as 

feature size shrinks the process variation becomes a dominant 

factor and subsequently raises the variation in delays.  

Contradictorily, as per the results observed in this work it is 

observed that although the deviation in delay is more 

pronounced with increase in line capacitance variation, but these 

variations have almost same magnitude as the process 

technology changes from 130nm to 45nm. The delay variations 

are from -4.32% to 18.1 % due to capacitive deviation of -6.1% 

to 25% [19]. 

 

 
Fig 3: Plot showing percentage deviation in propagation delay with 

respect to process induced capacitance variation [22]. 

 

Table 2. Variation in Propagation Delay due to Deviation in 

Resistance for 130nm, 70nm and 45nm Fabrication Technology [22] 

% 

Variation 

in 

Resistance 

Propagation 

Delay 

Variation  

(130nm) 

Propagation 

Delay 

Variation 

(70nm) 

Propagation 

Delay 

Variation 

(45nm) 

-6.09 -0.01 -0.01 -0.01 

-2.44 0 0 0 

-2.33 0 0 0 

-0.29 0 0 0 

1.19 0 0 0 

2.6 0 0.01 0.01 

5.29 0.01 0.01 0.01 

5.53 0.01 0.01 0.01 

7.63 0.01 0.01 0.01 

24.92 0.04 0.04 0.04 
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Now, Table-2 shows variation in propagation delay due to 

deviations in resistance for different fabrication technologies. It 

is demonstrated that the variation in propagation delay is almost 

same for all process technologies. These results as also shown in 

Fig. 4, are again in sharp contrast to observations made by 

previous research works where the variations in performance 

parameter such as delay is severely affected with reduction in 

feature size for higher technologies.  

 

Fig 4: Plot showing percentage deviation in propagation 

delay with respect to process induced resistance variation 

[22, 23]. 

Previous researches illustrated that with shrinking feature sizes 

process variation turned out to be dominant and subsequently 

raised the variation in delays. Contradictorily, our results 

observes that the deviation in delay is extremely small for 

variation of line resistance even upto 25% in global VLSI 

interconnects domain. Moreover, these variations are in same 

magnitude as the process technology changes from 130nm to 

45nm. The delay variations were from -0.01% to 0.04 % due to 

resistive deviation of -6.1% to 25% [16]. 

6. CONCLUSIONS 

This research work evaluated the effect of process induced 

interconnect resistive and capacitive parasitic deviation on 

propagation delay. These effects were observed for process 

corners of 130nm, 70nm and 45nm technologies. Monte Carlo 

simulations were run using distributed driver-interconnect-load 

model. The comparison between three technologies interestingly 

demonstrated that the effect of line resistive and capacitive 

parasitic variation on propagation delay has almost uniform 

trend as device size shrinks. However, resistive parasitic 

variation in global interconnects has very nominal effect on the 

propagation delay as compared to capacitive parasitic. 

Propagation delay variation is from 0.01% to 0.04% for a 

variation of line resistance from -6.1% to 25%. Similarly the 

delay variations were from -4.32% to 18.1 % due to capacitive 

deviation of -6.1% to 25%.  
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