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ABSTRACT 
Mobility is the key in a globalized world where people, 

goods, data and even ideas move in increasing speeds over 
increasing distances. For representing a particular moving 

object in a database, examining the position of the moving 
object would be in focus. To analyze the particular, we 

create a framework so that it can represent the relevant 
moving object and its position over the time. Since moving 

object data is tested in several different real data sets, it will 
benefit moving objects data owners to carry out various 

kinds of analysis on their data. Thus, we relate the whole 
moving object data mining with granular computing to make 

a flexible and scalable analysis of targeted moving object 
data. Granular Computing provides a conceptual framework 

for studying many issues in data mining for moving object 
databases. This paper examines those issues, including 

mining object data and related knowledge representation and 
processing. It is demonstrated that one of the fundamental 

task of data mining is searching for the right level of 
granularity in moving object data and knowledge 

representation. On that basis, it makes the granules in the 

process of problem solving for modelling the human 
thinking process. 
Keywords 
 Moving object databases, Granular Computing, Data 
Mining. 
1. INTRODUCTION 
Analyzing data from various technologies like GPS, Web 

technologies etc have deep implications in many 
applications, e.g., ecological study, traffic control, mobile 

communication management, and climatological forecast 
[5]. In this paper, we focus our study on animal movement 

data analysis e.g. Figure 1(a) and 1(b) and examine the 

unexpected and abnormal behaviour of an animal for 
discovery of various animal movement patterns by 

describing it into the form of information granules. 
A large number of occurrences of an “expected” frequent 

pattern sometimes may not be as interesting as a few 
occurrences of an “expected” rare pattern. [1] The support 

model (move mine) is not ideal for these applications 
because the assessment of significance of a pattern in a 

sequence should take into account the expectationof pattern 
occurrence (according to some prior knowledge). Recently, 

many researchers have been proposed towards this objective. 
In this paper, a new model is proposed to characterize and 

analyse the class of so-called unexpected (instead of frequent 
patterns). 

We will show that our model not only has solid theoretical 
foundation but also allows an efficient way of analyzing and 

then implementing mining algorithm 

 

. 

 

 
 
 
 
 
 
 
 

Figure 1(a) 
 
 
 
 
 
 
 
 
 
 

Figure 2(b) 
 
Information is a measurement of how likely a pattern will 

occur or the amount of “surprise” when a pattern actually 
occurs [3]. If a pattern is expected to occur frequently based 

on some prior knowledge or by chance, then an occurrence of 
that pattern carries less information. Thus, we use information 

to measure the surprise of an occurrence of a pattern. The 
information granule introduced to represent the accumulated 

information of a pattern in an event sequence and is used to 

assess the degree of granularity of the pattern. In the 

remainder of this paper, we refer to this model as the 
information model. 

In particular, we introduce architecture of moving object data 
mining system with granular computing technique in the 

frame of observed moving data 
object which further integrates multiple data mining functions, 

including sophisticated pattern mining and trajectory analysis 
[19]. 

 

This paper is organized as follows: the proposed architecture 
of moving object data mining with granular computing in 

section 2. Then, in section 3, a conceptual technique of 
granular computing will be focused and finally conclusions 

will be drawn in section 4.  
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2. SYSTEM ARCHITECTURE 

 
APPLICATIONS 

Animal Study, Ecological Analysis, Mobility 
Management,  
Traffic Analysis, Planning & Control, Climatology 
study 
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Figure 2 

 
Our system shown in Figure 2 provides some interesting 
data mining functions for biologists to analyze the animal 

movement patterns [20]. We focus on mining [21] the 
repetitive pattern and the mutual relationship. Existing 

systems designed for answering spatio-temporal analysis of 
the moving clips [2][15]. 

 

Problem: Not well equipped to handle the continuously 

changing data (e.g. positioning of moving object) 
The proposed architecture provides an accurate analysis of 
the animal moving patterns. In this, we focus on mining 

repetitive and mutual relationship of the moving target 
[16][17]. The analysis through granular computing basically 

emphasizes on the particular behaviour of an animal. 
Existing architecture [18] developed on the basis of 

providing data mining functions and tested on the real 
animal movement data. 

The whole proposed architectural layers consists of data 
processing layer, granularity layer, mining process and then 

visualization to represent the relevant knowledge that can 
further proceed the mining process of classification, 

clustering, regression etc. 

 
Various moving object data sets are collected from different 

resources like animals etc. Due to the lack of analysis, we are 
not able to get the relevant information about a particular 

moving object data. After mining the pre-processed data sets 
stored in the moving object databases, our proposed 

architecture aims to make a frame of targeted object. 
 

 
 Moving  
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Figure 3 
 
Here, in Figure 3, the moving object databases represent 
information about moving targeted object and their location 

[6]. The spatial information representing the collection of 
spatially referenced data that acts as a model of reality. 

Temporal information can store and retrieve temporal data, i.e. 
data which depends on time in some way. 

 
Pre-process is essential to analyse the multivariate databases 

before data mining. The target data then cleaned and removes 
the observation with noise and missing data. So as a result we 

have data in useful format [14]. 
 

This transformed data undergoes to the process of granular 
computing technique of construction and decomposition that 

represents the information at multiple levels of granularity. 

Granular computing techniques need to be implemented as 
multiple hierarchies and multiple levels in each hierarchy. 

Now the group of granules are represented and 
interpreted as a granulated view for the further pattern 

recognition process of data mining for getting the knowledge 
acquisition. 

For acquiring the relevant knowledge, the resultant process 
undergoes to the process of classification, clustering and 

regression [4]. Thus, granular computing unifies techniques 
and tools that utilize granules in the process of problem 

solving and simplifies the information processing without loss 
of important information as granular computing itself a 

paradigm of information processing. 

3. OVERVIEW OF GRANULAR 

COMPUTING 
Granular computing (GrC) is an emerging computing 

paradigm of information processing. It concerns the 
processing of complex information entities called information 

granules, which arise in the process of data abstraction and 
derivation of knowledge from information [7]. 

At present, granular computing is more a theoretical 
perspective than a coherent set of methods or principles. As a 

theoretical perspective, it encourages an approach to data that 

recognizes and exploits the knowledge present in data at 
various levels of resolution or scales [8][9]. In this sense, it 

encompasses all methods which provide flexibility and 
adaptability in the resolution at which knowledge or 

information is extracted and represented [22]. 
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4. GRANULES, GRANULATION AND 

GRANU-LAR RELATIONSHIPS 
A granule can be defined as any subset, class, object, or 

cluster of a universe. These granules are composed of finer 
granules that are drawn together by distinguishability, 

similarity, and functionality. 
A group of concepts or objects can be considered as a 

granule by their spatial neighbourhood, closeness, and 
cohesion. Although granular computing is intended to deal 

with imprecision, uncertainty and partial truth, the granules 
may be of crisp or fuzzy format [10][11]. 

Granulation involves the process of construction and 
decomposition of granules. It is an operation performed on 

granules. Construction involves the process of forming a 
larger and higher level granule with smaller and lower level 

granules that share similarity, indistinguishability, and 
functionality. Decomposition is the process of dividing a 

larger granule into smaller and lower level granules. The 
former is a bottom-up process. The latter is a top-down 

process. 
Relationships amongst granules may be classified into two 

types, interrelationship and intra-relationship. Granulation, 

regardless of direction, is dealing with relationships between 
granules. The relationship involved in construction 

granulation is considered as an interrelationship and the 
decomposition granulation as an intra-relationship. 

Interrelationship is the basis of grouping small objects 
together. Granular computing involves structured human 

thinking. A high-level granule represents a more abstract 
concept and a low-level a more specific concept. The level 

of abstraction may be represented in terms of coarse and fine 
relationships [12]. 

 
By focusing on different levels of granularity, one can obtain 

different levels of knowledge, as well as a greater 
understanding of the inherent knowledge structure [13]. 

Granular computing is thus essential in human problem 
solving and hence has a very significant impact on the 

design and implementation of intelligent systems. 

5. CONCLUSION 
This paper is based on the movement of the targeted object 

and its behaviour. We have proposed an idea of architecture 
to represent the thorough analysis of the behaviour of 

targeted moving object (e.g. animal). In addition to, we 

focus on the case studies of some wild life animals, so that 

the analysis will trigger research and development to face 

the new challenges of moving object mining with Granular 
Computing. Our purpose is to meet the special focus on 

wildlife and forest protection, health care and mine safety. 
The whole idea will offer us to further work on the 

algorithmic implementation of the proposed architecture so 
that we create a concrete base for the protection of wild life 

environment so that the promising directions and highlighted 
problems will get acquired. 

 
6. REFERENCES 
[1] Zhenhui Li, Jiawei Han, Ming Ji, Lu-An Tang, Yintao 

Yu, Bolin Ding, Jae-Gil Lee, Roland Kays, 

“MoveMine: Mining Moving Object Data for 

Discovery of Animal Movement Patterns”, ACM 

Journal Volume 1, 2010, pp 111–146.  

[2] John  F.  Roddick  and  Myra  Spiliopoulou,  “A 

Bibliography   of   Temporal,   Spatial   and   Spatio- 

Temporal     Data     Mining     Research”,     SIGKDD  

 

Explorations. 1999 ACM SIGKDD, June 1999. Volume 1, 

Issue 1 – p 34  

[3] Ouri  Wolfsont  Bo  Xd  Sam  Chamberlains  Liqin 

JiangT, “Moving Objects Databases: Issues and 

Solutions”, O-8186-8575-1/98$ 10.00 0 1998 IEEE  

[4] Josle Antonio Cotelo Lema, Luca Forlizzi, Ralf Hartmut 

Gauting, Enrico Nardelli and Markus Schneider, 

“Algorithms for Moving Objects Databases” computer 

journal.  

[5] Zhenhui Jessie Li, “Mining Moving Objects and Cyber-

Physical Networks”.  

[6] H. M. Abdul–Kader, “Location Updating Strategies in 

Moving Object Databases”, International Journal of 

Computer Theory and Engineering, Vol. 1, No. 1, April 

2009 1793-8201  

[7] Mu-Chen Chen, Long-Sheng Chen, Chun-Chin Hsu, Wei-

Rong Zeng, “An information granulation based data 

mining approach for classifying imbalanced data.”, 

Information Sciences 178 (2008) 3214–3227.  

[8] Risto Vaarandi, “A Data Clustering Algorithm for Mining 

Patterns From Event Logs”, Proceedings of the 2003 

IEEE Workshop on IP Operations and Management. 

(ISBN: 0-7803-8199-8)  

[9] JingTao  Yao,  Senior  Member,  IEEE,  “Recent 

Developments in Granular Computing: A Bibliometrics 

Study”, IEEE international conference on Granular 

Computing, Hangzhou, China, Aug 26-28, 2008.  

[10] Yao, Y.Y. The art of granular computing Proceeding of 

the International Conference on Rough Sets and 

Emerging Intelligent Systems Paradigms LNAI 4585, pp. 

101-112, 2007.  

[11] Yao, Y.Y. A Unified Framework of Granular 

Computing, in: Pedrycz, W., Skowron, A. and 

Kreinovich, V. (Eds.), Handbook of Granular 

Computing, Wiley, pp. 401-410, 2008.  

[12] Ding Shifei, Xu Li, Zhu Hong, Zhang Liwen “Research 

and Progress of Cluster Algorithms based on Granular 

Computing”, International Journal of Digital Content 

Technology and its Applications Volume 4, Number 5, 

August, 2010  

[13] Tuan-Fang Fan and Churn-Jung Liau, “A Logical 

Formulation of the Granular Data Model”, 2008 IEEE 

International Conference on Data Mining Workshops  

[14] Giannotti, F., Nanni, M., Pinelli, F., and Pedreschi, D. 

2007. Trajectory pattern mining. In    KDD    ’07:    

Proceedings    of    the    13th    ACM SIGKDD 

international conference on Knowledge discovery and 

data mining. ACM, New York, NY, USA, pp.330–339.  

[15] Gudmundsson, J., Laube, P., and Wolle, T. “Movement 

patterns in spatio-temporal data”. In Encyclopedia of GIS 

2008, pp.726–732.  

[16] Gudmundsson, J., van Kreveld, M., and Speckmann, B. 

2004. Efficient detection of motion patterns in spatio-

temporal data sets. In GIS ’04: Proceedings of the 12th 

annual ACM international workshop on Geographic 

information systems. ACM, New York, NY, USA, 

pp.250–257.  



 National Conference on Development of Reliable Information Systems, Techniques and Related Issues (DRISTI) 2012 

     Proceedings published in International Journal of Computer Applications® (IJCA) 

 

34 

[17] Li, Z., Ding, B., Han, J., Kays, R., and Nye, P. 2010b. 

Mining periodic behaviors for moving objects. In KDD 

’10: Proceedings of the 16th ACM SIGKDD 

international conference on Knowledge discovery and 

data mining. ACM, New York, NY, USA, pp.1099–

1108.  

[18] Li, Z., Ji, M., Lee, J.-G., Tang, L.-A., Yu, Y., Han, J., 

and Kays, R. 2010a. Movemine: mining moving object 

databases. In SIGMOD ’10: Proceedings of the 2010 

international conference on Management of data. ACM, 

New York, NY, USA, pp.1203–1206.  

[19] Liao, L., Fox, D., and Kautz, H. 2005. Location-based 

activity recognition using relational markov networks. 

In IJCAI’05: Proceedings of the19th international joint 

conference on Artificial intelligence. Morgan 

Kaufmann Publishers Inc., San Francisco, CA, USA, 

pp.773–778.  

[20] Nanni, M., Trasarti, R., Renso, C., Giannotti, F., and 

Pedreschi, D. 2010. Advanced knowledge discovery on 

movement data with the geopkdd system. In EDBT ’10: 

Proceedings of the 13th International Conference on 

Extending Database Technology. ACM, New York, NY, 

USA, pp.693– 696.  

[21] Pei, J., Han, J., and Mao, R. 2000. Closet: An efficient 

algorithm for mining frequent closed itemsets. In Proc. 

2000 ACM-SIGMOD Int. Workshop Data Mining and 

Knowledge Discovery (DMKD00). pp.11–20.  

[22] Wang, Y., Lim, E.-P., and Hwang, S.-Y. 2006. Efficient 

mining of group patterns from user movement data. Data 

Knowl. Eng. 57, 3, pp.240– 282.  

[23] Wiltold Pedrycz, “Granular Computing: concepts and 

algorithmic developments”, Appl. Comput. Math., V.10, 

N.1, Special Issue, 2011, pp.175-194  

 


