ABSTRACT
Bandwidth is very crucial and limited resource available, so it should be properly utilized. Network congestion occurs when a link or node is carrying large amount of data in case of flood attack and quality of service deteriorates. Effects of flood attack include queuing delay, packet loss or the blocking of new connections. As a consequence incremental increases in offered load leads to either small increase in network throughput, or to an actual reduction in network throughput. Modern networks use congestion control and avoidance techniques to avoid such congestion collapses. One of widely used queuing algorithm is Drop Tail which is used in most of the routers to avoid congestion and to encourage smooth flow of packets. In this paper we propose a technique to better utilize bandwidth under flood attack. Simulations of the proposed technique have been carried out to compare it with the DropTail. Ns-2 is used as the simulation tool. In this simulation experiment, different types of traffic like tcp, udp are considered. Routers are attacked with different attack intensities to determine the effect of proposed method under various circumstances.
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1. INTRODUCTION
Bandwidth management is the process of measuring and controlling the communication parameters like traffic, number of packets etc. on a network link, to avoid network congestion and poor performance [1]. Drop-Tail is a simple queue management algorithm used by Internet routers to decide about dropping packets during trouble time. In contrast to other algorithms like Random Early Detection (RED) and Weighted Random Early Detection (WRED), in Tail Drop all the traffic is not differentiated. Each packet is treated identically. With tail drop, when the queue is filled to its maximum capacity, the newly arriving packets are dropped until the queue has enough room to accept incoming traffic. Once a queue has been filled, the router begins discarding all additional datagrams, thus dropping the tail of the sequence of datagrams.

This paper is organized into six sections. Section-2 discusses the suspected flood attack and bandwidth management. Section-3 explains about the proposed bandwidth management method under suspected flood attack. Section-4 describes about the simulation setup and parameters used. In section-5, results have been presented and explained. Finally, section-6 sets the conclusion and future work.
In order to trace back DDoS attack, entropy variation based trace back mechanism is suggested in [10]. This is different from packet marking schemes. This method use features which cannot be altered by hackers. This method utilizes less memory as well as scalable, robust, and doesn’t have effects on changing patterns of traffic. A real time attack detection technique is presented which is based on per-IP traffic behavioral analysis. It can be deployed on leaf node in order to detect attack in real time. It has low computation overhead and is capable in self-immunization. Sending and receiving packet is inspected for synchronization TCP and UDP behavior to know whether it is synchronized or not. Then CUSUM algorithm is applied to detect SYN attack [11]. An approach is also suggested to prevent whole network from attacker by installing a puppet computer and allow hacker to attack that puppet computer [12]. In [13] a method is proposed to detect TCP SYN flood attack. If the behavior of attack is known, by analyzing every packet of TCP/IP header, TCP-SYN flood attack can be easily detected. The parameters like CPU utilization time and file download rate is also taken into consideration to detect TCP-SYN attack. A detection of DoS/DDoS attack on entropy-based input-output traffic mode detection is proposed. Packet size and packet content entropy-based technique is used in [14]. In [15] parameters are suggested to distinguish between DoS attack and similar looking Flash Events (FE) generated by genuine users. The various parameters which can be used to distinguish DoS attack and FE are Change in Rate of Incoming Traffic, Change in Rate of New Source IP Addresses, and Distribution of Requests among Source IP Addresses. FOSEL (filtering with the help of an overlay security layer) is proposed to protect network-based control systems (NBCS) from DDoS attack. It is a defense technique which drops excessive packets effectively and reduces the overhead at victim. It is constructed using a combination of access point proxies, packet authentications, secret green nodes, routing via onion tunnels, rate limiter routers and a selective filter [16]. The demand for networks that provide guaranteed level of Quality of Service (QoS) is increasing consistently. For the cost effective construction and operation of such networks, we need traffic engineering methods that efficiently utilize the bandwidth of links while satisfying bandwidth requirements [17]. Bandwidth management mechanisms can be used to enhance performance. Following are some of categories for bandwidth management:

### 2.1 Traffic Shaping / Rate Limiting [1]:

The traffic shaping is the control of computer network traffic in order to optimize or guarantee performance, increase latency, and/or increase usable bandwidth by delaying packets that meet certain criteria [18]. It is also known as Internet Traffic Management Practices (ITMP). It is any action on a set of packets which imposes additional delay on those packets such that they conform to some predetermined constraint like traffic profile [19]. It provides a means to control the volume of traffic being sent into a network in a specified period (bandwidth throttling), or the maximum rate of sending the traffic (rate limiting) etc.

There are many ways to accomplish traffic shaping, but most of the times delaying packets is the mechanism used for this purpose. Traffic shaping is commonly applied at the network edges to control traffic entering into a network, but can also be applied by the traffic source (for example, computer or network card or by an element in the network. Traffic policing is the distinct but related practice of packet dropping and packet marking [20]. Some of the uses of traffic shaping are:

- **Applied by traffic sources to ensure that the traffic sent should comply with a contract enforced in the network by a police.**
- **It is widely used for network traffic engineering, and appears in domestic ISPs’ networks.**

### 2.2 Scheduling Algorithms [1]:

A scheduling algorithm is the method by which threads, processes or data flows are given access to system resources like processor time, communications bandwidth etc. This is usually done to load balance a system effectively or achieve a target quality of service. The need for a scheduling algorithm arises from the system requirements to perform multitasking and multiplexing. Some of the algorithms are: Weighted fair queuing (WFQ), Class based weighted fair queuing, Weighted round robin (WRR), Deficit weighted round robin (DWR), Hierarchical Fair Service Curve (HFSC).

### 2.3 Congestion Avoidance [1]:

It is the technique to regulate the traffic by rate limiting the senders. Some of the methods are:

- **RED/WRED** - Lessens the possibility of port queue buffer tail-drops and this lowers the likelihood of TCP global synchronization
- **Policing** (marking/dropping the packet in excess of the committed traffic rate and burst size)
- **Explicit congestion notification**
- **Buffer tuning**

### 2.4 Bandwidth Reservation Algorithms [1]:

Resource reservation protocol (RSVP), Constraint-Based Routing Label Distribution Protocol (CR-LDP), Top-nodes algorithms are some of the examples of bandwidth reservation protocols.

### 3. BANDWIDTH UTILIZATION

#### APPROACH UNDER SUSPECTED FLOOD ATTACK

Proposed method for bandwidth utilization depends on bandwidth management of victim server. If attacker uses its genuine IP address then we can guarantee availability of service by Traffic Isolation. There is a lot of research occurred for intentional flood attack like black listing of attacker’s IP, but in case of unintentional suspected flood attack we cannot perform those method which are used for intentional flood attack. Blacklisting the IP addresses is not better method due to the reason that these systems may not be the attackers. The basic idea is to divide traffic into two groups: One is genuine users and other group is suspected malicious users. QoS of Genuine user group can be controlled and guarantee of QoS to this group may be granted. Also priority users can be added into genuine users groups. A division of users into these groups is possible on the basis of many factors depending on type of service offered by server, number of users etc. Two factors have been considered in this experiment: Size of packets and rate at which packets are sent. For genuine users assign at least 80% of available bandwidth, while if the users seems to be suspected malicious, assign this group the bandwidth of not more than 20%. In this way the attacker still get some
responses from victim server and will thought the attack is successful and will not further increase attack intensity while groups of genuine users still enjoys acceptable QoS.

According to [21] about 59% of the packet sizes are 1000 bytes or less on the Internet. It means that average packets sent by genuine users are 1000 bytes or below. So a threshold of packets size 1000 bytes and rate of packets 1 Mbps have been considered to decide the group of users. The users sending packets of size 1000 bytes or below with rate of 1 Mbps or below are put in the genuine users group and all other users are put in the suspected malicious users group.

The proposed approach is:

Step 1: At the core router scan for each user the size of packets and rate at which packets are sent.

Step 2: On the basis of threshold of packet size and rate divide users into genuine users and suspected malicious users groups depending on rate of packets and size of packets.

Step 3: For the genuine users group assign full bandwidth available.

For the suspected malicious users group assign bandwidth as not more than 20% of bandwidth assigned to genuine users.

4. SIMULATION SETUP

Large numbers of simulators are available for simulating various network conditions. Ns-2 [22] is widely used and open source simulator for this purpose. For these simulations ns-2 has been used as the simulator.

4.1 Simulation Parameters

Different topologies with 3, 10 and 20 nodes with varying attack intensity like 50%/ 100% / 150% / 200% / 300% / 400% are used. For all topologies the link capacity are taken as below:

- Between core router to Victim server as well as between genuine users to core router is 5 Mbps.
- Between suspected malicious users to core router is 5 Mbps.

Drop Tail queue size for all nodes is 10. Packet Delay Time between nodes is 10 milli-second. Size of packets sent by genuine users is 1000 byte. Size of packets sent by suspected malicious users is 4000 bytes. Rate of packets sent by genuine users is 1.0 Mbps and that of by suspected malicious users is 2.5 Mbps. Number of genuine users and suspected malicious users with attack intensity and proposed bandwidth to be assigned to malicious users are shown in table 1. Attack Intensity is calculated as below:

If capacity of link between core router and victim server is C mbps (say 5 Mbps)

50% Attack Factor = (50/100)*C say (50/100)*5 =2.5 Mbps

So, 50% Attack Intensity = C + 2.5= 5+2.5= 7.5 Mbps.

50% attack Intensity means flooding packets in 5 Mbps link with the rate of 7.5 Mbps. Attack factor and Attack traffic is shown in table 2.

Table 1 Dynamic Bandwidth Assignment of suspected malicious user on the basis of number of genuine users.

<table>
<thead>
<tr>
<th>Attack Intensity</th>
<th>Total No. of Nodes</th>
<th>Suspected Malicious Nodes</th>
<th>Genuine Nodes</th>
<th>Limited Bandwidth Assigned to Malicious (Mbps)</th>
</tr>
</thead>
<tbody>
<tr>
<td>50</td>
<td>10</td>
<td>1</td>
<td>9</td>
<td>0.9</td>
</tr>
<tr>
<td>100</td>
<td>10</td>
<td>2</td>
<td>8</td>
<td>0.8</td>
</tr>
<tr>
<td>150</td>
<td>10</td>
<td>3</td>
<td>7</td>
<td>0.7</td>
</tr>
<tr>
<td>200</td>
<td>10</td>
<td>4</td>
<td>6</td>
<td>0.6</td>
</tr>
<tr>
<td>300</td>
<td>10</td>
<td>6</td>
<td>4</td>
<td>0.4</td>
</tr>
<tr>
<td>400</td>
<td>10</td>
<td>8</td>
<td>2</td>
<td>0.2</td>
</tr>
</tbody>
</table>

Table 2: Attack Factor and Attack Traffic for different intensities of attack

<table>
<thead>
<tr>
<th>Attack Intensity</th>
<th>Attack Factor in mbps</th>
<th>Total Traffic in mbps</th>
</tr>
</thead>
<tbody>
<tr>
<td>50%</td>
<td>2.5</td>
<td>7.5</td>
</tr>
<tr>
<td>100%</td>
<td>5.0</td>
<td>10.0</td>
</tr>
<tr>
<td>150%</td>
<td>7.5</td>
<td>12.5</td>
</tr>
<tr>
<td>200%</td>
<td>10.0</td>
<td>15.0</td>
</tr>
<tr>
<td>300%</td>
<td>15.0</td>
<td>20.0</td>
</tr>
<tr>
<td>400%</td>
<td>20.0</td>
<td>25.0</td>
</tr>
<tr>
<td>500%</td>
<td>25.0</td>
<td>30.0</td>
</tr>
</tbody>
</table>

5. RESULT AND DISCUSSION

This section discusses the results of experiment in which the proposed methodology of assignment of bandwidth on user’s group basis has been implemented. For genuine user’s full bandwidth is assigned but for suspected malicious users only limited bandwidth is assign. It is found that Quality of Service (QoS) improves using the proposed method as compare to drop-tail method. Figure 2 shows the QoS for all users including suspected malicious and genuine along with comparison of QoS with drop tail queue. Figure 3 shows the QoS comparison for genuine user of proposed method with traditional drop tail queue As per Bandwidth analysis and QoS analysis it can be concluded that overall performance increased to acceptable level while performance for genuine users greatly enhanced. QoS is Acceptable up to 200% Attack but beyond this it is not acceptable.

Fig 2 : QoS Comparison of drop tail queue with our proposed method for all users
6. CONCLUSION AND FUTURE SCOPE

Drop tail queue is widely used in routers in the Internet. The implementation of simple Queue such as Drop Tail Queue on router is not best practice when traffic is more than the maximum capacity of a link. QoS is minimal in such cases.

In this paper a method is proposed by dividing the users into two groups: Genuine and suspected malicious users. A high bandwidth is assigned to genuine users and low bandwidth to suspected malicious users. Performance analysis shows that this approach gives better result than traditional drop tail queue up to some particular attack intensity. Results show that this approach can give good QoS up to 200% attack intensity.

Further research can be carried out to assign bandwidth dynamically to the genuine users as per their requirements while assigning lower bandwidth to the user who seems malicious.

The dynamic assignment of bandwidth may help to mitigate attack having intensity beyond 200%.
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