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ABSTRACT
With the evolution of distributed computing, the databases were inherently distributed across the globe. The core need in the current industrial environment is to extract information from the huge, complex and dynamic data through data mining techniques. Existence of an inconsistency in the data will directly affect the data mining and thereby affect the business performance. Thus, agents which are a powerful technology for the analysis design and implementation of autonomous intelligent systems is used to handle the varied issues related to inconsistencies in the data. This paper provides the design and development of intelligent software that uses agents to handle the data preprocessing thereby improving and enhancing the quality of data to be mined.
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1. INTRODUCTION
The availability of data storing and management applications evolved in the 1990’s and the whole idea of it was taken from the account management system dated back to Mesopotamia civilization. The need for data management originated in 1980’s and the progression in technology enables organizations to store, process and update huge and complex data dynamically. Thus, massive amount of data should be handled by the organization in every minute. Unless there is any benefit from the data stored it is useless. Analysing and managing stored data and getting information from it is one of the core requirements of the organization for their growth and improved business performance. In real world data stored can never be perfect due to various reasons like transmission errors, incorrect data, and error while entering data to database, inconsistent formats for input fields, equipment malfunction, and modifications in data was ignored, and corresponding field was not considered important at the time of filling. Existence of an inconsistency in the data will directly affect the data mining and thereby affect the business performance. Thus, eighty percent of the data management time is spent on overcoming the inconsistencies in the data.

Data preprocessing is the initial process in data management performed to remove the inconsistencies present in the data.

Even though data management migrated from manual to semi automated and subsequently advanced to fully automated, there are still processes in the data management that requires automation which is the handling of inconsistent data in the database and data warehouses.

This paper provides an overview, design and implementation of intelligent data preprocessing software which can perform all the operations in an automated way. These intelligent agents will themselves perform all data preprocessing activities in lieu of manual setting of parameters and analyzing the data which is the current day scenario in all IT industry.

The organization of the paper is as follows: Section 2 is about the related work done by several research scholars in this domain. Section 3 provides explanation the Rationale of the Architecture. Section 4 depicts the implementation and Section 5 provides brief description about the result analysis and the limitations in the newly developed system. Section 6 gives the summary of the entire work.

2. RELATED WORK
Data in the real world is incomplete, inconsistent and noisy hence, data stored in database often results in mistakes such as out of range values, missing values, impossible data combinations etc [1]. Furthermore, some issues include integration of data from various data sources, use of incomplete data for mining which results in inefficient time consumption and unreliable results [2]. Author in [3] therefore recommends implementation of efficient data preprocessing system to overcome the aforementioned issues. Data preprocessing is a part of data management that has multiple sub processes to deal with various issues in the data [4]. Data preprocessing includes data cleaning, data integration, data transformation, and data reduction. Data cleaning activity eliminates the noise present in the data set. Data integration phase enables merging of data from multiple sources into a coherent data source. Data transformation activity transforms the data into a suitable form for data mining and data reduction activity reduces the data size [5].

Petterri Nurmi et.al [6] present an architecture for distributed data preprocessing in ubiquitous environments, which supports the full distribution of processing tasks and enables the encapsulation of privacy and security mechanisms within every component. Sung Wook Baik et. al [7] presents an agent-based distributed data mining approach dealing with heterogeneous databases located at different sites. It introduces a modified decision tree algorithm on an agent based framework, which produces an accurate global model without transferring data between agents. The novel approach is evaluated with a test case of 184 aerial photograph images. Chunsheng Li and Yatian Gao [8] a data mining model which is based on multi-agent technique to mine the discredit activities in the water sale public service. The Multi layer feed-forward neural network (MFNN) trained by the improved back-propagation (BP) algorithm and decision tree algorithm have been employed in the model. Five agents have been developed to mine the discredit patterns and evaluate the users’ credit according to the model.

Based on the research work done by the above authors and the result obtained, agents can be integrated to processes to make it overcome its drawbacks. As mentioned in the introduction, data preprocessing is the process in data management that still needs to be automated. Agents comprise a powerful...
Technology for the analysis, design and implementation of autonomous intelligent systems that can handle distributed problem-solving, cooperation, coordination, communication, and organization in a multiplayer environment [9]. Thus, agents can be used in automating the data preprocessing phase. Agents can handle missing data, noisy data, outliers etc. Also, it can transform data to a suitable format for mining. Agents further aid in attribute reduction and dimension reduction [10]. According to Maes, an agent is a software entity that can be used to perform the operations independently and therefore can be used in lieu of user or another program [11]. Each agent has specific characteristics which vary depending on the problem domain. In a multi agent system agents communicate, co-operate and co-ordinate with the other agents. Each agent in the system acts autonomously, and co-operates with other agents. They work together for the tasks to be performed to achieve the goal of the system [12]. By integrating agent technology with data mining the performance of data mining tool further improves. Therefore, integration of agent in data preprocessing is considered to be a sensible approach [13].

3. RATIONALE OF THE ARCHITECTURE

The essential characteristic for an agent-based pre-processing system is autonomy, adaptivity, reactivity and learning cooperatively. They also need to have the ability to perform functions such as maintaining a pre-processing dictionary to define the structure of raw data given by the user, maintaining a profile of user with respect to data pre-processing, to have ability to clean up the newly updated data and to maintain it in a temporary file, additionally to give suggestions regarding the preprocessing techniques that can be performed on unprocessed data [14]. However, the data to be processed needs to be maintained in a text file. The basic cleaning process is performed after examining the data. Consequently, the structure of data is identified with types of the attributes such as integer or string, nominal or ordinal such that nominal data requires further categorization. Thus, the user can update the data and also can validate the structure of data [15].

Figure 1 depicts the phases of data pre-processing using agents. The architecture comprises of five agents namely coordinator agent, discretization agent, transformation agent, clean miss agent, clean noisy agent. The responsibilities of each agent include Coordinator agent to act as a manager, who is responsible for coordinating the various tasks that need to be performed. It determines the required preprocessing task. CleanMiss Agent and clean noisy agent handle missing and noisy data by using various types of techniques based on type of missing and noisy cases. Transformation Agent is used to transform the data into appropriate forms for mining. The role of reduction agent is to discretize the data by using discretization techniques selected.

Data preprocessing application acts as an interface that process the data to be mined. The dataset with inconsistency is stored in the database with the metadata of it. The whole data is analyzed to find the inconsistencies, duplicate fields, multiple data formats in same attribute, missing data field. The aforementioned tasks are performed by the coordinator agent. Based on the operations to be performed it is given to the corresponding agents [16]. The functions of the preprocessing software include data integration, data reduction, data transformation, data cleaning and data visualization. Each of the function is handled by intelligent agents.

Data integration process combines data from multiple sources like data cubes, multiple databases, and flat files. It performs schema integration and also objects matching. It makes use of the metadata for the integration. It performs correlation analysis and also chi-square test to handle redundancy. Data transformation involves smoothing, aggregation, generalization, normalization and also attributes construction. These methods help to make data more appropriate for mining [20].

Strategies in data reduction are data cube aggregation, attribute subset selection, dimensionality reduction, numerosity reduction, and discretization in addition to concept hierarchy generation. This is performed so that the time taken for complex data analysis and also mining huge amounts of data can be avoided [16].

Data cleaning is a two-step process which includes handling missing values and handling noisy data. It is accomplished with discrepancy detection that makes use of metadata which provides knowledge about domain and data type. While scanning the dataset, if the tuples have no recorded value then various strategies are used such as ignore the tuple, fill each missing values manually, use the most probable value, use the attribute mean to fill in case of numeric data, use a constant like unknown or infinity. Binning, regression and clustering are carried out to remove the errors and smoothing the data [17].

The whole sequence of operations performed in a dataset is depicted in figure 2.
4. IMPLEMENTATION AND RESULT ANALYSIS

In general, data preprocessing is defined as any type of processing that is performed on raw data as preparation for further processing [18]. However, different research fields analyze different kinds of data, and further the methods that fall within the scope of this definition are rather different [19]. This system adopts a pattern recognition approach and refers to preprocessing as tasks that are done after analyzing the data. The techniques to preprocess include cleaning, integration, transformation and reduction. Information cleaning routines works by filling in missing values, smoothing noisy information, identifying or removing outliers, and resolving inconsistencies [15]. The steps of data transformation include normalization where scaling attribute values use mean and standard deviation. This scaling attribute values falls within a specified range. Aggregation step of data transformation move up in the concept hierarchy on numeric attributes and generalization step moves up in the concept hierarchy on nominal attributes [5].

Each phase of the above mentioned preprocessing activity is assigned to an agent to reports ultimately to the coordinator agent. The data base further has the repository of each of these processing activities. The architecture of the preprocessing system is implemented using NetBeans.

The application is uploaded and tested with excel information data file with a maximum size of 10 MB. Table 1 depicts the subset of a sample dataset that is used in testing the implemented data preprocessing system. Once the data is
uploaded using the user interface, the file is stored in a specific location. Once the file is uploaded, the inconsistencies are determined by the coordinator agent using association rule and it updates the noisy information. Subsequently, this information will be represented in a file format which will be converted to another format that can be uploaded in the data mining tools available. As an instance, the dataset in excel file format is converted to .arff format suitable for WEKA. All updated data information will consequently be saved in the data repository. Agents will autonomously determine the operations to be performed and executes the same which eventually gets stored in the repository.

Table 1. Subset of sample dataset

<table>
<thead>
<tr>
<th>Cus_Tno</th>
<th>Mstatus</th>
<th>Po_code</th>
<th>O_code</th>
<th>Cu_em</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>Married</td>
<td>Contractor</td>
<td>Student</td>
<td>9</td>
</tr>
<tr>
<td>28</td>
<td>Single</td>
<td>Retired</td>
<td>???</td>
<td>56</td>
</tr>
<tr>
<td>536</td>
<td>Divorced</td>
<td>???</td>
<td>Laborer</td>
<td>-198</td>
</tr>
<tr>
<td>627</td>
<td>Widow</td>
<td>Skilled Laborer</td>
<td>Unemployed</td>
<td>???</td>
</tr>
<tr>
<td>519</td>
<td>???</td>
<td>Professional</td>
<td>Professional</td>
<td>218</td>
</tr>
<tr>
<td>???</td>
<td>Single</td>
<td>Retired</td>
<td>Employ</td>
<td>$$$</td>
</tr>
</tbody>
</table>

4.1 Algorithms

Algorithm for identification of noisy data and analysing of the initial dataset is given further.

**Algorithm 1:** dataset analysis in the agent based preprocessing system

*Input:* Set of data files

*Output:* Preprocessed knowledge information

**Algorithm 2:** Identification of the noisy data

*Input:* Inconsistent dataset

*Output:* Processed data.

Step 1: Start
Step 2: Get the noisy dataset
Step 3: Set of the noisy data information parameters
Step 4: Identify the inconsistent knowledge in the dataset using metadata
Step 5: Identify special values and check the data and attributes
Step 6: Provide the access to data from database for other agents system using coordinator agent.
Step 7: Refine the processed using the user interface agent.

![Fig 3: Setting Data Values in Data Cleaning](image)

![Fig 4: Data Transformation](image)
@attribute Customer_Transit_Number (0-10,10-500,500-1000,1000-4000)

@attribute Customer_Marital_Status (Married,Single,Divorced,Widowed,Separated)

@attribute Previous_Occupation_Code
{Skilled_Labourer,Retired,Small_Business_Owner,Contractor,Business_Executive,Professional,Unemployed,Student,Labourer,Civil_Servant}

@attribute Occupation_Code
{Small_Business_Owner,Unemployed,Civil_Servant,Retired,Professional,Contractor,Unemployed,Student,Labourer,Civil_Servant}

@attribute Current_Employment_Months real

@attribute Bank_Savings_Account {Yes,Other_Bank,Noisy}

@attribute Mastercard_Purchases_Over_last_6_months real

@attribute Loan_Code_if_Applicable {Excellent,Acceptable,Good,Aceptable}

@attribute Department_Store_Credit_Card {Yes,No,Noisy}

Fig 5: Result Processing

Fig 6: Data Sampling

Fig 7: Analyzing the performance of data preprocessed by uploading in WEKA tool
5. RESULT ANALYSIS

Figure 3 through Figure 7 depicts the implementation of the data preprocessing system. Figure 3 shows the analysis and result. Figure 4 depicts the data transformation. Figure 5 and Figure 6 shows the result processing and data sampling. Figure 7 and 8 shows the output data analysis in WEKA tool. When compare to the result obtained in WEKA with the same dataset before preprocessing, the result obtained after the data preprocessing is more consistent. Moreover the outliers present in the clustering are less after data preprocessing.

However in this research the system developed is capable of handling data that is of megabyte size and agents are designed only to handle data from one domain. Further the system developed has only a limited set of data preprocessing methods under data reduction and data transformation thereby opening further research on various other data preprocessing techniques that can be incorporated in the system for improved data preparation. Therefore the future work suggested is to apply the system across the wide spectrum of application domain in order to justify and further enhance the capabilities of this newly developed system.

6. CONCLUSION

Advancement in technology enables organizations to store, process and update huge and complex data dynamically. Data mining technique enables one to extract information from the database with the aid of data mining tools and with the intervention of data miner for performing the operations. Since current data mining tools are expensive and inefficient in handling the dynamic data, agents help to resolve the data inconsistencies and reduce the size of data. The characteristics of these agents enable them to adapt in the data preprocessing environment and to analyze the nature of data. The data preprocessing software ensure to improve the quality of data mining as it is designed by considering scalability characteristics. The entire operations are performed intelligently and in automated mode which is more efficient, accurate and less time consuming than when compared with the operations that are performed with human intervention. Intelligent systems thus play an imperative role in developing data preprocessing system that can drastically reduce the complexity of the manual preprocessing activities which is the uniqueness of the system.

7. REFERENCES

[12] Jiawei Han, Micheline Kamber, Jian Pei, Data Mining: Concepts and Techniques, Elsevier, 22-Jun-2011 - 744 pages


