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ABSTRACT 

A Big Bang-Big Crunch Optimization Algorithm (BBBCOA) 

is availed in the design of PID controller. A sixth order system 

is reckoned and is scaled down to second order with the help 

of BB-BCOA, Particle Swarm Optimization(PSO), Genetic 

Algorithm (GA) Hankel Norm Approximation (HNA). Later, 

a controller is designed by approximate model matching 

technique in the Pade sense. The procedure followed is 

justified by the step responses of the closed loop transfer 

functions obtained. In the indirect case, initially controller is 

designed for the original system under test and the overall 

closed loop model is reduced to third order. The concept is 

exemplified and the responses are seen to be comparable.  

General Terms 

Model Order Reduction, PID Controller, Optimization 

Technique. 

Keywords 
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1. INTRODUCTION 
The interminable tendency for systems with higher 

complexity driven with the demand for miniaturization has 

created furor in simulation process during the initial design 

validation stage [1-2]. Abundant techniques of order reduction 

are available in literature today [3-8] but, choosing the best 

technique is still at large because of various reasons. In the 

past decade the increase of computing power manifold has 

aided the analyzation of alternative designs efficiently. Here, a 

promising and a novel order reduction technique is being 

hunted to design a reduced order controller RC(s) to preserve 

the crucial dynamics of the system under consideration. 

Further, simplify the best model in light of the purpose for 

which the model is to be used, such that the designed systems 

abide by stipulations laid down. This is due to the fact that the 

designed system can only be accepted if it satisfies so called 

design constraints. Consequently this results in simple, low-

order approximations both for plant as well as controller 

models, without sacrificing accuracy. 

The heart of this paper lies in the design of a controller GC(s) 

for an uncontrolled plant GP(s). The GC(s) designed should be 

in a position to drive the system in stable mode, when the 

response of the closed loop system is considered with 

feedback being unity. In spite of a desired quicker response, 

the designed controller GC(s) must also be able to closely 

match the time responses of the controlled system with those 

of the reference model. In order to carry out the above 

mentioned task, a recently erupted evolutionary technique [9] 

called as Big Bang - Big Crunch Optimization Algorithm 

(BB-BCOA) was sought for the purpose. In other words, BB-

BCOA being another type of evolutionary computation is 

being roped in to assist in the design of PID controller. Such 

numerical technique not only aids in rationally searching but 

also in selecting an appropriate combination of the best 

parameters among the available collection, so as to satisfy the 

design requirements. 

The two different types of approaches for controller design 

dealt with are Process and Controller reduction. The same is 

being reflected in figure1. In the former approach the 

controller is obtained on the basis of reduced order model and 

in the latter, it is obtained for the original system under 

consideration [10]. Further, the closed loop system function of 

controller (higher order) and original system with unity 

feedback is obtained and is reduced to a lower order [11]. In 

the process reduction approach, the propagation of error 

during the design steps hinders, as the reduction is carried out 

in early stages of design. Meanwhile, in the controller 

reduction approach, the issue of error propagation dosen‟t 

persists as the reduction process is carried out in the final 

stage of the design. Although the method of Hankel Norm 

Approximation (HNA) has proved to be suitable for the 

controller design [12], another alternate approach on 

evolutionary procedure called BB-BCOA is proposed here. 

This algorithm relies on one of the theories of the evolution of 

the universe; namely, the Big Bang and Big Crunch Theory 

and then realized to be useful for optimization [9]. This 

approach comes out to be better than the other conventional 

techniques including HNA. 

 

2. BIG BANG - BIG CRUNCH (BB-BC) 
BB-BC, a relatively recent method of evolutionary 

computation was introduced by Erol and Eksin [9] and has 

been quite popular especially in the area of structural 

engineering for the design of RC frames, space trusses, , 

optimum design of complex composite laminates, target 

motion analysis  [13-17]. Further the same technique is 

employed for course timetabling problem and reduced order 

modelling [18-19]. Hence, it is seen to be used in solving 
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mixed integer optimization problems that are typical of 

complex engineering systems. Similar to Particle Swarm 

Optimization(PSO), Genetic Algorithm (GA) it works well 

with any dimension problem and in finding the optimum for 

single objective and multi-objective functions (nonlinear and 

linear). Conceptually BB-BCOA is stochastic population 

based nature, but is easier to implement. In addition, this 

stochastic population based optimization technique comes 

with a simple memory component. To conclude, BB-BCOA 

has similar or better results than the existing methods [19]. 

The BB-BCOA is basically inspired by the theories in physics 

and astronomy, portraying how the universe was created, 

evolved and would end. It comprises of creating initial 

population randomly as in GA called as Big Bang phase. 

According to the theory of evolution, the energy is dissipated 

randomly and haphazardly during the initial phase. Similarly 

in GA, the individual solutions are scattered all over the entire 

space uniformly [9]. The individuals are henceforth flown 

through the multi-dimensional search space with each 

individual representing a possible solution to the multi-

dimensional optimization problem .This phase is accompanied 

by the Big Bang phase or a convergence phase that has single 

output with many inputs. During this stage, randomly 

distributed individual sin the entire space are strained in an 

order or to a single representative point via a minimal 

approach. This point can be named as the center of the „mass‟ 

and is further referred as the inverse of the fitness function 

value. Each solution‟s fitness is based on a performance 

function related to the optimization problem being solved. 

The point representing the center of mass that is denoted by 

„Xc‟ of the population can be calculated as follows[20]  
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where „Xk „  is a dot within entire search space generated and 

is related to the numerator polynomial coefficients, J is a 

objective function of the candidate k, N is the population size 

in the initial phase. The convergence operator in the crunching 

phase is different from wild selection since the output term 

may contain additional information (new candidate or 

member having different parameters than others) than the 

participating ones. In the next cycle of the big bang phase new 

solutions are created by using the fitness values function „J‟ 

[9] as 

1
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where 

T
M

t

  

y(it) and yr(it) are the unit step responses of the higher 

order and the reduced order models at time t=t. Here, the 

time T and t is assumed to be 10 and 0.1 second 

respectively. 

The basic flowchart of BB-BCOA is shown in the figure 2. 
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Fig. 2 Optimization process of BB-BCOA 

3. HANKEL NORM APPROXIMATION   
Hankel norm reductions are among the fanciest sort of model 

reduction procedures that exist today, from the mathematical 

and system theoretical point of view. It is one of the very few 

model approximation procedures that produce optimal 

approximate models. Glover[21] introduced state space ideas 

and characterized all stable approximations of a linear time 

variant degree r (r<n) linear time invariant system which 

minimize the stable system G(s) of McMillan degree n by 

G(s) of McMillan "Hankel norm" error  
^

( ) ( )
H

G s G s

 

Consider a linear time invariant system 

;
dx

Ax Bu y Cx Du
dt

   
                                           (3) 

Where, , ,n m px R u R y R    are vectors of the states, inputs 

and outputs. 

 The matrices , ,nxn nxm pxnA R B R C R   pxmD R are 

assumed to be constant matrices. The nth order transfer 

function G(s) is given by 

1( ) ( )G s C sI A B D                                                       (4) 

The problem is to find a reduced order model in the form of 

equation (5) such that the reduced model retains the important 

characteristics of the original system and approximates its 

response as closely as possible for the same type of inputs. 

The rth (r<n) order model in time domain form is given by 
^ ^ ^ ^

r
r

dx
Ax Bu y C x Du

dt
   

                                              (5) 

The corresponding reduced model in transfer function form is 

given by  

 

^ ^ ^ ^ ^
1( ) ( )G s C sI A B D                                                          (6) 

If the eigen values of A are assumed to be strictly in the left 

half plane then controllability grammian (P) and observability 

grammian (Q) are defined as 

0 0

;
TAt T At A t T AtP e BB e dt Q e C Ce dt

 

  
                                          (7) 
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Where,  P and Q satisfy the following linear matrix equations  

(Lyapunov equations) 

;T T T TAP PA BB A Q QA C C    
                      (8) 

The Hankel norm of stable rational transfer function G(s) is 

defined by [21] as 

 

1/2
( ) ( )

max
r H

G s PQ                                                       (9) 

where, λmax(M) stands for the largest eigen value of matrix M. 

It provides a measure of most controllable/observable state. 

This is fundamental for model reduction and its main 

objective is to discard the less relevant states from input-

output perspective that is the less controllable/observable 

states. This is also an important measure of the minimality of 

a realization from numerical point of view. 

 The hankel singular values of a stable rational 

transfer function G(s) are the square roots of the eigen values 

of the matrix product PQ. These indicate the respective state 

energy of the system. For convenience these singular values 

are usually ordered for the truncation of the states that 

corresponds to smaller hankel singular values as  

1 2 1... ... 0r r n          
                       (10)                     

These singular values represents the fundamental measures of 

gain and complexity of a linear time invariant system. 

For all stable G(s) of McMillan degree ≤ r, the hankel norm 

approximation error is  

^

1( ) ( ) r

H

G s G s   

                                                              (11) 

By implementing the additive decomposition the reduced 

model is computed as: 

 

^ ^ ^ ^ ^
1

1 1 11 1( ) ( )G s D C sI A B  
                                             (12) 

4. DESIGN PROCEDURE  
The direct and indirect approaches of controller design [22] 

are shown in the fig.1. Initially a controller is designed for 

high order system and is reduced using BB-BCOA to obtain a 

low order controller. Then the closed loop response of higher 

order controller with original plant and low order controller 

with original plant are compared with the reference model. 

The controller parameters are obtained using approximate 

model matching in the Pade sense. The performance of full 

order controller is then compared with that of the reduced 

order controller as shown in fig 3.  

The structure and complexity of the controller depends on the 

choice of the reference model which is considered as a desired 

closed loop system with certain specifications associated with 

it. The reference model should ensure the stability and 

acceptable performance of closed loop system. The reference 

model may be chosen to meet the following design 

specifications [23] 

1. The time domain specifications e.g., rise time, overshoot, 

settling time and steady state error. 

2. The frequency domain specifications e.g., bandwidth, cut 

off rate, gain margin and phase margin. 

3.  The complex domain specifications e.g., damping ratio, 

damping factor, undamped  natural frequency and 

location  of Closed loop poles. 

 

 

 

4.1 Direct Approach: Plant Reduction and 

Controller Design 

The design procedure is based on approximate model 

matching in Pade sense and consists of the following steps. 

Step1: For the plant having a transfer function Gp(s), construct 

a reference model M(s) on the basis of specifications as 

discussed above. The closed loop response of the controlled 

system with unity feedback approximates the reference model 

response. 

Let the transfer function of the plant Gp(s) and the reference 

model M(s) are given by  

0 1
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m
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  
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                                               (13) 
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u
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  

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                                                                      (14) 

Step 2: Determine an equivalent open loop specification 

model. If M(s) is the desired closed loop system (reference 

model) then the equivalent open loop specification model 

transfer function is obtained by 

 ( )
( )

1 ( )

M s
M s

M s


                                                              (15) 

Step 3: Specification of the structure of the controller. 

Let the controller structure Gc(s) is given by 

0 1

0 1

...
( )

...

  


  

k

k
C l

l

p p s p s
G s

q q s q s
                                         (16) 

Step 4: For determining the unknown controller parameters, 

the response of the closed loop system is matched with that of 

the reference model as 




0

( )
( ) ( ) ( ) ; ( )

( )





   i

C P C i

iP

M s
G s G s M s G s e s

G s
                    (17) 

Where ei„s are the power series expansion coefficients about 

s=0. Now the unknown control parameters pi and qi are 

obtained by equating the (16-17) in Pade sense. 

+ 
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 Fig 3.Closed Loop configurations with reference 

model 

+ 

- 

R(s) E(s) 
Gc(s) 

  u(s) C1(s) 
Gp(s) 



Special Issue of International Journal of Computer Applications (0975 – 8887) 

on Advanced Computing and Communication Technologies for HPC Applications - ACCTHPCA, June 2012 

35 

0 0 0

1 0 1 1 0

2 0 2 1 1 2 0

0 1 1 0

0 1 1 1 0

0 1 1

.

...

0 ...

.

0 ...

i i i i

i i i

i j i j j i

p q e

p q e q e

p q e q e q e

p q e q e q e

q e q e q e

q e q e q e



 

  



 

  

   

   

   
                                         (18) 

The controller having the desired structure is obtained by 

solving above linear equations. 

Step 5: After obtaining the controller parameters, the closed 

loop transfer function can be obtained as 

                  

( ) ( )
( )

1 ( ) ( )




C P
CL

C P

G s G s
G s

G s G s
                                                              (19) 

Step 6 : Reduce the plant GP(s) to RP(s)  using the method of 

BBBCOA. Repeat steps 4 and 5. The closed loop transfer 

function for the reduced order model is  

         

( ) ( )
( )

1 ( ) ( )

c p

CL

c p

R s R s
R s

R s R s



                                (20) 

4.2 Indirect Approach: Controller Design   

      and Reduction 

In this approach a high order controller is designed for the 

original high order plant and closed loop transfer function 

with unity feedback is obtained. Then, the closed loop transfer 

function GCL(s)is reduced to a lower order to obtain reduced 

closed loop transfer function RCL(s). 

5.  NUMERICAL EXAMPLES 

5.1 Direct Method  
Ex 1: Consider the regulator problem, whose transfer function 

and the reference model are given as [5]  

5 4 3 2

6 5 4 3 2

2

8 20 16 3 2
( )

2 36.6 204.8 419 311.8 67.2 4

0.023 0.0121
( )

0.21 0.0121

    


     




 

P

s s s s s
G s

s s s s s s

s
M s

s s

 

The equivalent open loop transfer function is 


2

0.023 0.0121
( )

0.187






s
M s

s s

 

The desired controller is given by 


2 3

( )
( )

( )

1
(0.064707 0.76697 0.82153 4.9633 ...)



    

C

P

M s
G s

G s

s s s
s

 

Taking the PID controller structure as 
2

2 1 2 3
1 3( )

 
   C

K K s K K s
G s K K s

s s
 

Comparing the controller Gc(s)with the power series 

expansion the parameters K1, K2 and K3 of the controller are 

obtained, which gives the PID controller as 
20.064707 0.76697 0.82153

( )
 

C

s s
G s

s

 

The corresponding closed loop transfer function is 

7 6 5 4 3 2

7 6 5 4 3 2

( )

0.8215 7.339  22.63 29 16.03 4.979  1.728 0.1294

1.822 25.64  125 238.5 171.9  38.58 3.728 0.1294



      

      

CLG s

s s s s s s s

s s s s s s s

 

The original system is reduced to second order model using 

proposed BB-BCOA, PSO, GA, HNA and is given by 

2

0.0233 0.01176
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R s
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Now, the controller structure is obtained as 


2

( )
( )
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Taking the PID controller structure as 
2

2 1 2 3
1 3( ) ( )

 
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R s K K s or R s

s s

   

Comparing the coefficients with the power series expansion 

the parameters, K1, K2 and K3 of the controller are obtained, 

which gives the PID controller as 
2 0.06191  0.7625 0.5764 

( )
 

CBBBCOAR s
s s

s

 

The closed loop transfer function of the reduced second order 

model and the controller using BBBCOA, PSO, GA and HNA 

is obtained as 
3 2

3 2

0.01343 0.02455   0.01041  0.000728
( )
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CLHNA

s s s
R s
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Fig 4 shows the comparison of step response of closed loop 

transfer function of the original plant, the reduced model 

using BBBCOA, PSO, GA and HNA with that of the 

reference model. It is seen that all the three responses are 

matching in both steady state and transient regions. 
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Fig 4: Comparison of step responses 

 

5.2 Indirect Method  
Ex 3: Consider a 6th order rational minimum phase stable 

practical system taken from Prasad [24] having transfer 

function and the reference model as 
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4 3 2

6 5 4 3 2
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The equivalent open loop transfer function is 


2

4
( )

4



M s

s s  
The transfer function of the controller is given as 




2 3
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Matching controller structure with power series expansion 

coefficients gives  
 

1 20.8316, 1.1735, 0.5347K K K    

Hence the controller GC(s) for the original plant is given as 

2

0.976 0.8316
( )

0.5347
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
C

s
G s

s s

 

Then the corresponding closed loop transfer function GCL(s) is 

5 4 3 2

8 7 6 5 4 3 2

( )

242.5 1656 9.111 04 5.347 05 1.011 06 5.28 05

0.5363 15.07 757.3 1.598 04 2.038 05 8.788 05 1.677 06
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s s e s e s e s e

s s s e s e s e s e s
e s e  

This high order closed loop transfer function GCL(s) is 

reduced to third order using BB-BCOA, PSO, GA, HNA 

technique and is given by 
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Fig 5: Comparison of step responses 

 

Further, GCL(s) is also reduced to second order effectively 

using BB-BCOA and is given by 

  
2 2

   0.2917 2.797
( )

  + 3.083s + 2.797


CL BBBCOA

s
R s

s

 

The fig 5 shows the comparison of step response of closed 

loop transfer function of the original plant, reduced model 

(third order) by BB-BCOA, HNA method, PSO, GA 

technique and the reference model. The response for the 

second order reduced model RCL2BBBCOA is also plotted 

and is seen to be comparable with other techniques. 
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