Effect of Probabilistic Segmentation method on Multiple Views

Sabna A.B
M. Tech Scholar, Dept. of CSE
MES College of Engineering,
Kuttippuram, Kerala

Sherikh K.K
Assistant Professor, Dept. of CSE
MES College of Engineering,
Kuttippuram, Kerala

ABSTRACT
Image segmentation is used as the preliminary step in many of the image processing applications. Some of the applications depend heavily on the initial models obtained as silhouettes. Segmentation Result should be accurate to the next extension possible to get better result out of the succeeding operations. Making perfect initial model silhouette is a problem and challenge. Multi-view segmentation is a relatively new area of segmentation which can be effectively used for the purpose of 3D modeling, Animation, Object recognition, Multimedia search etc. Out of different ways of segmentation, study reveals that Bayesian method is the most suitable type for silhouette estimation because of the nature of utilizing previous details. The proposed method utilizes Bayesian method along with Graph cut method for the silhouette optimization. The Normalized graph cut overcomes the limitations of ordinary graph cut and provides advantages like noise removal, reduced false alarm rate etc. Here the proposal is an automatic way (does not need user interaction, Background knowledge) for multiview segmentation Which combines probabilistic method along with normalized Graph cut optimization to provide Reduced false alarm rate(FAR) and better silhouette for the foreground to be extracted.

General Terms
Image Segmentation, Digital image processing, Multiview Segmentation, Automatic Segmentation.
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1. INTRODUCTION
Image processing operations can be divided into 3 levels based on the nature of input and output ; Low-level processes which receives image as input and produces image as output eg: Image de-blurring, de-noising etc. Image segmentation is one of the image processing applications in which input is an image and output is attributes or parts of that image. Segmentation refers to the process of partitioning a digital image into multiple regions (sets of pixels).

1.1 Image Segmentation- Definition
Classically, image segmentation is defined as the partitioning of an image into non overlapping, constituent regions which are homogeneous with respect to some characteristic such as intensity, color or texture.

The ideal goal of segmentation is to identify the semantically meaningful components of an image and thus to simplify or change the representation of an image into more meaningful and easier to analyses. Each of the pixels in a region is similar with respect to some characteristic or computed property, such as color, intensity, or texture. Adjacent regions results after segmentation are significantly different with respect to the same characteristic.

1.2 Types of Segmentation Image
There are various types of image segmentations (S Sapna Varshney, et. al. 2009, Dr .G .Padmavathi, et.al 2010) . Figure 1.1 names some important ones. Edge based segmentation, probability based image segmentation, similarity based image segmentation, graph cut based image segmentation, quad tree method, segmentation based on function variation, region growing method, region shrinking method are some examples.

---

**Figure 1.1 Types of Segmentation**

**Edge detection methods:** Edge based segmentation is also known as contour based image segmentation. Edge detection significantly reduces the amount of data and filters out useless information (Morris.O et.al 1986), while preserving the important structural properties in an image. In this type the objects are selected by means of edges. Edge detection refers to the process of identifying and locating sharp discontinuities in an image. The discontinuities are abrupt changes in pixel intensity which characterize boundaries of objects in a scene. Edges are detected using a combination of operators for intensity gradient, texture discontinuities and color variation etc. Supplementary processing step must follow to combine edges in to edge chains. Edge chains are used in the segmentation process. Canny's edge detector is a good example.

**Clustering methods:** Clustering methods (Juanying Xie et.al 2010) are usually iterative methods to partition an image into a number of clusters or groups. The initial clusters have to be re order to make it include only similar characteristics at the end of the operations. K-means clustering is an example clustering method. The quality of the solution depends on the initial set of clusters and the value of K.

**Thresholding methods:** Thresholding is the simplest way of doing image segmentation. It is a technique which bands some range of values and permits other range. The key parameter in the thresholding process is the selection of threshold value (Guang Yang et. al, 2006). If a single...
Different threshold values for areas are put in image. If the viewed from different angles as 2D image, it has many other computer vision applications. The known quantity is known as the observed quantity. The only quantity through which we can improve posterior probability is by using the prior knowledge. As much knowledge we have prior to operation that much efficiency will be there in the posterior probability.

Region based methods: Region based segmentation is used for image characteristics to map individual pixels in an image to sets of pixels called regions that might correspond to an object or a meaningful part of one. The various techniques comes under region based methods are local techniques, global techniques, splitting techniques and merging techniques. The effectiveness of region growing algorithms depends on the application area and the input image. If the image is sufficiently simple, local techniques can be effective. However, on difficult scenes, even the most sophisticated techniques may not produce a satisfactory segmentation. Hybrid techniques using a mix of the methods above are also popular.

Quad tree methods: This method is also known as region splitting and merging method of segmentation. Quad tree method (Hong Lan et.al 2011) considers image to be segmented as a tree. The root of the tree represents the whole image. If the image at root is found non uniform (not homogeneous), then it is split into four son-squares (the splitting process). This process continues recursively until no further splits or merges are possible or all sub trees are homogeneous. Conversely, if any child squares are homogeneous, they can be merged (the merging process). The QT structure allows dividing an image within a complete tree representation, including neighboring information. This spatial information can be further used by a merging strategy which joins the QT leaves using color and edge information.

Bayesian methods: Bayesian methods are also known as probabilistic model of image segmentation. This method calculates the maximum a posteriori probability (Xiaomu Song et.al 2002) of each pixel. This involves the use of inferred probabilities rather than observed probabilities. Hence it involves the use of conditional probability as in any other case of Bayesian model segmentation. Section II will give a detailed review of Bayesian method.

1.3 What is Multiview Segmentation?
Multiview segmentation is a new area of segmentation and is found to be very useful in computer vision applications. In its simple form, multiview is nothing but multiple views of a single object from different angles. Multiview segmentation extracts object from each view. Combining different angle pictures of an object from different angles can easily generate a 3 dimensional voxel of the object. Even though Multiview segmentation is mainly used to generate the 3D form of an object from its 2D image, it has many other computer vision applications like object tracking, motion censoring, images and video synthesis, animation etc.

The concept of multiview is clearly depicted in the Figure 1.2. One object is viewed from different angles and thus we get different images. One obvious thing that can understand from the figure is that there will be something in common between these images like the background color, foreground color, some pixel values etc.

Multiview can be segmented out with any type of above discussed segmentation method. But Bayesian method seems to be more appropriate for multiview segmentation.

2. BAYESIAN METHOD-AN OVERVIEW
Bayesian method of segmentation classifies pixels into groups based on the posterior probability of them. Posterior probability explains the inferred probability rather than observed probability. In the context of images, the observed probability or simply the probability of a pixel implies that the probability of a pixel to be assigned to a specific intensity or color, whereas the inferred probability implies the probability of a particular pixel to have a specific intensity or color given that its neighboring pixel is having a certain observed value. From the observed value of pixels Bayesian method infer the value of the other pixels. This will yield more accurate values.

From Bayesian perspective, there are known values and unknown values (Morrish et. al, 1997). The known quantity is the data, denoted as D. The unknown quantities are the parameters (eg. mean, variance, or missing data), denoted by θ. The unknown quantities that were not observed. To make inferences about the unknown quantities, Bayesian stipulate a joint probability function that describes the unknown quantities behave in conjunction with known data, p(θ, D) (Yi Zhou et. Al, 2005).

\[ p(\theta | D) = \frac{p(D | \theta) p(\theta)}{p(D)} \]

or

Posterior ∝ likelihood x prior

Where,
The prior is the probability of the unknown parameter and represents what was thought before seeing the data.
The likelihood is the probability of the data given prior parameter and represents the data now available.
The posterior represents what is thought given both prior information and the data just seen.

The likelihood and the posterior value is not variable ones and they are the observed quantities. The only quantity through which we can improve posterior probability is by using the prior knowledge.
2.1 Why Bayesian model?
Bayesian method involves conditional probabilistic calculation of events. If any other method is used to do sillouhghty estimation of segmentation, it does not make any change from multiple numbers of ‘single’ view segmentations. But Bayesian method efficiently uses the previous segmentation details (observed quantities) to be in cooperated with the current segmentation (inferred quantity). This will make current segmentation more efficient, because the views are of the same object from different angles.

Bayesian aspect of Inferred probabilities (from both prior and observed values) and the dependencies among them are clear from the given dependency graph.

\[ \text{Pr}(S, F, \beta, \tau) = \text{Pr}(\tau) \cdot \text{Pr}(\beta/\tau) \cdot \text{Pr}(F/\tau) \cdot \text{Pr}(S/F, \tau) \cdot \text{Pr}(I/\beta, S, \tau) \]  

where, \( \text{Pr}(\tau), \text{Pr}((\beta/\tau)), \text{Pr}(F/\tau) \) are the prior probabilities of the scene, the foreground, and the background, respectively.

\[ \text{Pr}(S/F, \tau) \] is the silhouette likelihood that determines how likely is a silhouette given the foreground shape. Since \( F \) is unknown, this term can be approximated by a spatial consistency term that determines how likely a silhouette \( S_i \) is given all silhouettes \( S_i \). It measures the probability that a pixel belongs to the foreground region from the other views.

\[ \text{Pr}(I/\beta, S, \tau) \] is the image likelihood term that models the relationship between the image observations, colors, and the background information which measures the similarity.

3. GRAPH CUT OPTIMISATION
Graph cut mechanism sees the image as a graph with set of edges and vertices to implement pixels and its relationship or similarity with other pixels (C. Rother et. al, 2004). Graph cut works by maximum flow minimum cut criteria.

Graph has to be partitioned into foreground region and background region based on the nature of the graph vertices. The partition can be done by simply removing edges connecting the two parts. The degree of dissimilarity between these two pieces can be computed as total weight of the edges that have been removed. In graph theoretic language, it is called the cut. The mathematical representation is given as

\[ \text{cut}(A;B) = \sum \text{w(u; v)}, u \in A, v \in B \]  

The minimum cut criteria occasionally favors cutting isolated nodes in the graph. An example case is shown in Figure 2.2.

**Figure 2.2** Isolated Node selection of Graph Cut

Let the edge weights are inversely proportional to the distance between the two nodes, then the nodes which lies apart have a very small weight. Any cut that partitions out individual nodes on the right half will have smaller cut value than the cut that partitions the nodes into the left and right halves. So the minimum cut happens at less weighted edges and of course, that happens to separate an isolated node. To avoid this unnatural bias of partitioning out small sets of points, normalized graph cut can be used.

4. NORMALIZED GRAPH CUT
Normalized cut computes the cut cost as a fraction of the total edge connections to all the nodes in the graph. The concept of Normalized cut [20] can be extended as

\[ \text{Neut}(A;B) = \sum \text{w(u; v)} / \sum \text{w(u; V)} \]  

where \( u \in A, v \in B \) and \( V \) is the vertex set.

The normalized cut produces better results because it takes into account both similarity within groups as well as dissimilarity across groups.

The normalization is done by checking a pixels 8 neighbours. A pixel has 8 neighbours, 4 diagonal, 2 raw and 2 column. If a pixel is found to change its background status, it checks the
status of its neighbouring points. In silhouette, the pixel having 0 represent background and the pixel having a value 1 is called foreground. If 4 or more neighbouring pixel has a foreground status, then only the current pixel is expected to change its value from 0 to 1. That is nearly 40 percentage or more neighboring pixel with foreground status allows to set a pixel's foreground status.

Method is evaluated with Dino data set (Dino, Data Set2007), temple data(Temple, Data Set,2010) set and Kung-fu girl data set(Kung-Fu Girl, Data set 2010). The evaluation graph which measures the false alarm rate (the rate at which the pixels are falsely identified) is shown for both normal graph cut and normalized cut. Normalized graph cut makes convergence even faster than normal procedure.

![Graph cut](a) (b) Normalized cut

Table 4.2 shows the comparison of the existing technique and normalized technique. The normalized method only takes 35 to 40 seconds to produce the result. From the table it is clear that the adaptation to normalized graph cut mechanism brings positive result.

**Table 4.2 Comparison of FAR between Existing method and Normalized method.**

<table>
<thead>
<tr>
<th>No of view</th>
<th>Existing method</th>
<th>Normalized method</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>95</td>
<td>93</td>
</tr>
<tr>
<td>2</td>
<td>93</td>
<td>61</td>
</tr>
<tr>
<td>3</td>
<td>84</td>
<td>48</td>
</tr>
<tr>
<td>4</td>
<td>36</td>
<td>0</td>
</tr>
<tr>
<td>5</td>
<td>15</td>
<td>0</td>
</tr>
<tr>
<td>6</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

5. Related work.

Kalin kolev et. al. in (Kalin kolev et. al, 2006) implements a probabilistic formulation of multiview segmentation, given a series of images from calibrated cameras. This is a silhouette based approach. Instead of segmenting each image separately in order to build a 3D surface consistent with these segmentations, they had computed the most probable surface that gives rise to the images. They used two separate Bayesian frame work which are independent of each other. One for background voxel and one for foreground voxel. Voxel is nothing but small volume areas. This framework converts the maximum a-posteriori estimation into an energy minimization problem. Minimizing this energy function is equivalent to maximizing the total a posteriori probability of all voxel assignments.

This method takes less time to converge, which is about a factor 3 times faster than its previous methods. In comparison, the probabilistic derivation and formulation of the energy on the volumetric instead of the image domain provides faster convergence and better robustness. But this approach is susceptible to noise and shading effects, since single observations are taken into account for deciding whether a voxel should be categorized forward and backward voxel. This could be overcome by considering the averaging effect of integrating data from all views or by allowing user interactions.

The same authors at (Kalin kolev et. al, 2011) extended their work from this basic framework by adding user interaction to distinguish between the foreground and background. The user subscribes with 2 different colors in order to distinguish between foreground and background. This avoids the shading effect existed in the previous work. It also uses the recent technology of parallel processing with GPU(A graphics processing unit also occasionally called visual processing unit or VPU) is a specialized circuit designed to rapidly manipulate and alter memory in such a way so as to accelerate the building of images in a frame buffer intended for output to a display. It consists of 100s of cores to execute. With this technology the time of processing gets reduced considerably up to a few seconds.

J. S. Sebastian and Franco Edmond Boyer at (J.-S. Franco and E. Boyer, 2005) describe a Bayesian framework for multi-view silhouette. This considers pixel based information rather than considering voxel. This approach starts by having two assumptions. One is a set of images, obtained from fully calibrated cameras. Second is a set of background images of the scene, free from any object of interest, have previously been observed for each camera. Thus, we must first model the impact of joint probability on the observations. Modeling the relationships between the variables involved requires computing the joint probability of these variables. The decomposition is based on the statistical dependencies.

This very basic framework is extended and modified by Won woo et.al. in (Wonwoo Lee, Woontack Woo 2011). They specify a method for extracting consistent foreground regions when multiple views of a single scene are available. This automatically identifies such regions in images under the assumption that, in each image, background and foreground regions present with different color properties. Second assumption is that the object to be extracted includes entirely in each images.

In this method, one object is viewed from different angles and this different angle pictures are used in the process of silhouette extraction. In the first iteration a probable area is selected with the help of a histogram. The Bayesian framework is utilized in this point of silhouette initialization. This is also an iterative mechanism. On iterations the probable area first selected gets refined and shrinks in to the shape of the object. This method utilizes graph cut method for iterative optimization. The graph cut approach finds new silhouette labels from which new background models are inferred before the next iteration. To terminate the iterative optimization, observe the number of pixels whose states changed from ‘Unknown’ to ‘Background’ and stop the process when no further pixels are newly identified as being in the background.

This is a fully automatic procedure which does not need any background information or user interventions. This method has some limitations; it fails when the background and the foreground have less color differentiation and when the object of interest does not appear entirely in each image. The first disadvantage can be overcome by integrating any of the finest edge detection mechanisms in this method.
The following table summarizes 4 different approaches of Bayesian frame work

<table>
<thead>
<tr>
<th>Author</th>
<th>No. of Images &amp; Method</th>
<th>Time taken &amp; Remark</th>
</tr>
</thead>
<tbody>
<tr>
<td>K. Kolev et al. 2006</td>
<td>20 Neary, real based Bayesian</td>
<td>240 mins &amp; automatic</td>
</tr>
<tr>
<td>K. k. et al. 2011</td>
<td>20 Neary, real based Bayesian</td>
<td>5 secs/GPU &amp; user interactive</td>
</tr>
<tr>
<td>E. Boyer et al. 2006</td>
<td>8 pixel based Bayesian</td>
<td>15 secs/user interactive</td>
</tr>
<tr>
<td>W. W. Lee et al. 2011</td>
<td>6 co-ordination, Pixel based Bayesian</td>
<td>several mins &amp; automatic</td>
</tr>
</tbody>
</table>

### Table 5.1 Approaches of Bayesian Segmentation.

6. CONCLUSION AND FUTURE WORK

Segmentation is used as a preliminary operation in most of the image processing applications. This covers a wide range of practical applications and computer vision applications. Real time applications of image processing-like satellite and medical image processing, especially needs the clear and clever extraction of objects from images. Multi-view image segmentation is best implemented with Bayesian network because it involves the use of inferred probability rather than observed one. The information from one image to the next is transmitted in each view of segmentation through Bayesian network and thus uses less time during successive iterations compared to multiple single view segmentations. Multi-view segmentation gives better results when graph cut is applied. The result is even finer and faster if provide with normalization graph cut. In normalization procedure a pixel changes its status to foreground if and only if its half or more neighbors are having foreground status. This method reduces the iterations needed to find the falsely identified pixels and hence false alarm rate (FAR).

### 6.1 Limitations

This method fails to provide better result when image include complex background. Likewise if the image contains or 2 or more objects, user interaction may needed to locate exact object. The future work can be extended to create a better statistical model for foreground having more than 2 regions. It can also be extended to multi-view video sequences.
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